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ABSTRACT

We propose the use of convolutional neural networks (CNN) for counting and positioning people
in visible and infrared images. Our data set is made of semi-artificial images created from real
photographs taken from a drone using a dual FLIR camera. We compare the performance between
CNN’s using 3 (RGB) and 4 (RGB+IR) channels, both under different lighting conditions. The 4-
channel network responds better in all situations, particularly in cases of poor visible illumination
that can be found in night scenarios. The proposed methodology could be applied to real situations
when an extensive databank of 4-channel images will be available.

1 Introduction

Crowd analysis is a labor of known relevance and interest at a global level. It is necessary for its various applications:
from the social and political perspective, it is important to obtain data and draw conclusions from demonstrations;
from the safety point of view, an accurate calculation of densities can facilitate the design of emergency exits and
evacuation methods; for informational or statistical purposes, it is a basic task but does not relegate utility.

There are several methods to process images and calculate the total amount of people present [1, 2, 3]. In particular,
the use of AI for this work is already widely known, and is addressed by various investigations starting from data
sets of crowds images and using convolutional neural networks (CNN) that obtain favorable results [4, 5, 6]. In [7]
accurate density maps are obtained as output, commenting that the difficulty lies in particularly dense congregations.
However, this study is limited by the simple fact of relying on the visible information provided by the images, so
an extra complexity is added when considering dark environments, where the light is scarce and irregular, or where
monochromatic lights are dominant (due to external light sources).

The need to add extra information that helps the network to individually discriminate the position of each person within
a crowd comes into play when the visual conditions are not optimal. Starting from [8], in which a method is presented
to obtain said positions using a dual-camera (visible + infrared) mounted on an Unmanned Aerial Vehicle (UAV), this
study continues and presents the novelty of using a special type of a CNN (U-Net CNN) to evaluate images with their
data distributed in 4 channels, 3 for the visible spectrum (RGB) and one for the infrared. The latter, by providing
thermal information, will allow a more accurate analysis in these scenarios.
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Following the research line of previous works such as [9], which takes advantage of the combination of visual and in-
frared images, and [10], which performs crowd density estimations on visible images implementing a similar network
architecture, this work compares the precision of a neural network that considers only the RGB channels, against one
that considers RGB+infrared (from now on, the first network will be referenced as CNN3 and the second network as
CNN4).

Considering that currently a dataset big enough to train and test the proposed networks does not exist, we computa-
tionally generate one using as base a few zenithal images taken at different heights, of a group of2around 20 people
arranged at different densities.

These images were taken with a dual FLIR camera mounted on an unmanned aerial vehicle. In this sense, our data set
is semi-artificial, because the individual profiles and the backgrounds come from real 4-channel pictures.

2 Methods

2.1 Semi-artificial Data

Naturally, both theCNN3 and theCNN4 will use the same synthetic data sets, which, as per the standards in machine
learning, it will be divided into the training set, the validation set and the testing set, being the latter a separate subset
from the other two.

For the training phase, the data set containing generated images will be divided in the following way: 90% of the
imaged will be used for training, and the remaining 10% for validation, each set picked randomly from the pool of
images. On the other hand, the testing set has independent generated images, on which different metrics will be
analyzed and conclusions will be drawn from their results.

Before detailing the composition of each data set, it is necessary to explain how each image was obtained. Real
photographs were taken by a FLIR DUO PRO R 640x512 camera attached to a multirotor-type, unmanned aerial
vehicle. Specifications of the camera and the drone can be found in [8].

These photographs were taken at altitudes of 15 m and 30 m of small congregations of people distributed in different
ways in an open field during the day, with full visible light. Each of these images is composed of data from four
channels, the RGB visible spectrum and and infrared component. Therefore, Using this images as a base, the following
method is used to generate the final images to be used by the networks. First, from the photographs, cut-outs of
people and backgrounds are taken to use as templates (considering both visible and infrared information). Then,
we simulate different crowd configurations (number of people and positions) by performing simulations with the
Social Force Model [11]. Different number of simulated pedestrians were randomly generated inside the area, which
were then moved toward different targets. Positions during the evolution of trajectories were registered, and different
configurations and densities were obtained.

Using these positions, we overprint the cut-outs of the people from the real photographs over a given background.
Backgrounds were also taken from real photographs and artificially generated by noise. After that, and in order to
erase border artifacts of cut-out images we apply a blurring function and add random noise. Blurring is implemented
using a Gaussian function (with a kernel of side k = 7 and a standard deviation � = 1). The noise added to every
image is achieved with a percentage of randomness in each pixel, using as a range [Ip (1� �); Ip (1 + �)], where Ip

is the pixel value and � = 0:1.

The obtained images used in the data sets differ from each other in terms of a series of configurable variables (including
the positions of agents):

• The attenuation factor for the intensity of the RGB components �RGB (the intensity is the pixel value of each
channel, an integer within the range of [0, 255]).

• The attenuation factor for the intensity of the IR component �IR

• The type of background B (different visual environments and ambient temperature).
• The distance A that would represent the altitude at which the photo was taken. Associated with this variable

is the amount of people present in the image (depending on the altitude, there is certain amount within a
range).

• The people distribution D (their positions in the shown area).
• The composition of the background IR channel T (backgrounds are self-generated with pixel values that

correspond to certain temperatures, within a range). This variable is considered only for the formation of the
testing set, not for the training set.
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