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Abstract 

The mechanism of the phase inversion (PI) process that occurs during the bulk 

polymerization of High Impact Polystyrene (HIPS) is studied in this article. Transmission 

electron micrographs (TEM) were obtained for different operating conditions, varying 

initiator concentration, temperature, and stirring speed from a previous work. Particle size 

distributions were retrieved from such micrographs, and were compared to theoretical 

predictions. To this end, a population balance model, coupled with a heterogeneous 

polymerization module, was developed. The evolution of particle growth, break-up and 

coalescence is discussed to assess the breakage/coalescence imbalance that is thought to 
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occur at the inversion point. Results indicate that a different criterion for PI seems to be 

needed in this system.  

1. Introduction 

The high-impact polystyrene (HIPS) is a heterogeneous thermoplastic produced by styrene 

(St) polymerization in presence of polybutadiene (PB). It consists of a polystyrene (PS) 

matrix with dispersed PB particles, which often contain occluded PS [1]. Depending on the 

rubber particle size and the number of occlusions, two typical morphologies are usually 

identified: a ‘salami morphology’ (large rubber particle with several occlusions) or a ‘core-

shell morphology’ (relatively small rubber particle with only one large occlusion), which 

provide the material with improved mechanical properties [2,3].  

The bulk HIPS polymerization process involves four main stages: a dissolution of the rubber, 

a pre-polymerization of styrene (St), a finishing polymerization, and a devolatilization. The 

bulk pre-polymerization is carried out with intense agitation, producing free PS and a graft 

copolymer (PS-g-PB). The reacting system is homogeneous only at very low conversion, 

since the incompatibility between the PS and the PB chains forces it to undergo a phase 

separation mechanism, by which a dispersed, PS-rich phase is formed at the bulk of a PB-

rich continuous phase [4]. St monomer is almost evenly distributed between both phases [5]. 

As the polymerization proceeds, more PS is produced, forcing St to migrate from the 

continuous to the dispersed phase, making it grow along the reaction. Eventually, the 

dispersed phase volume is such that a phase inversion (PI) process takes place, where, after 

a co-continuous transition, the PS-rich phase becomes the continuous one [6]. The desired 

morphology is thus developed at this crucial stage, characterized by a sudden drop of the 

mixture’s apparent viscosity [7]. 
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The PI process is affected by several variables, such as phase viscosity ratio, phase volume 

ratio, rubber cis/trans content, stirring speed, grafting efficiency (i.e, the ratio of grafted to 

total PS), reaction temperature, solvent content, PS and PB molecular weights, etc. [8–10]. 

It also depends on the dynamic evolution of the dispersed phase, since only a fraction of it 

actually participates in the inversion process, leaving behind the rest as occluded particles. 

Given that the strong point of HIPS is its enhanced mechanical properties, and that these are 

the result of the in-situ morphology development during the PI stage, then the understating 

of this phenomenon and of the relative effect of each operating variable becomes a full 

Chemical Engineering challenge. The optimization of the polymerization recipes and 

operating conditions that provide desired material properties may be achieved by fully 

understanding the PI phenomenon. This holds a significant interest both from academic and 

industrial viewpoints. In spite of its relevance, no models are currently available to predict 

the moment at which PI occurs and the morphology therein developed. Some investigators 

have suggested simplified models to explain the process of morphology development [11–

13], but they do not account for the fluid-dynamic character of the phenomenon. 

Additionally, a few PI point correlations in polymeric systems may be found, but essentially 

for blends in extrusion processes [10,14,15].  

There are different mechanisms by which PI may occur, the most popular being the 

imbalance between the coalescence and breakage rates of the dispersed particles [16]. 

According to this mechanism, PI will take place when particles undergo coalescence at a 

much faster rate than they break up. This means that the coalescence-to-breakage ratio should 

tend to an infinitely large value at the onset of inversion. A mathematical tool potentially 

capable of reproducing such a behavior is the population balance modeling (PBM), which 
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has already been employed in both traditional and polymeric systems [17–21] to study 

particle size distributions (PSDs), but not as a tool to assess a phase inversion process. On 

this matter, a two-region model by Hu et al. [22] predicts phase inversion curves in O/W 

systems assuming the coalescence vs breakage imbalance. Regarding the PI point in HIPS, 

some researchers have analyzed the evolution of particles before [9] and after [6,23] the 

inversion point, but from an experimental viewpoint. 

In this work, the aforementioned mechanism is tested, in the context of the bulk 

polymerization of HIPS, by developing a mathematical model consisting of two modules: a 

heterogeneous polymerization unit and a population balance module. This model reproduces 

the PSD of the vitreous dispersed phase along the reaction up to the phase inversion point. It 

computes the growth, coalescence and breakage rates of each particle given the reactor 

operating conditions. The model is adjusted with experimental data and is used to assess the 

fluid dynamic mechanism of the PI occurrence.  

2. Materials and methods 

2.1. Experimental 

The polymerization reactions performed in our previous work [24] were revisited, where a 

series of HIPS polymerizations were carried out in a 3.8-liter, stainless steel Parr reactor, 

equipped with a 3.85-inch anchor-type impeller, varying different operating conditions. 

Essentially, the effects of initiator concentration (benzoyl peroxide, BPO), temperature and 

stirring speed on the location of the PI points were studied. These reactions are summarized 

in Table 1. All of them were run with 6%wt PB supplied by Mitsubishi (UBEPOL, Mw,PB = 

610 000 g/mol, Mn,PB = 210 000 g/mol, high cis). 
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Run # 
[BPO] 

(%wt) 

Temperature 

(ºC) 

Agitation 

speed (rpm) 

1 0.05 80 30 

2 0.1 80 30 

3 0.05 90 30 

4 0.1 90 30 

5 0.05 80 60 

6 0.1 80 60 

7 0.05 90 60 

8 0.1 90 60 

Table 1. Reaction recipes. 

 

The PI occurrence was observed with viscosity measurements (at different shear rates), which 

reach a local minimum at the PI point. Along each reaction, samples were taken to determine 

monomer conversion (x, by methanol precipitation), grafting efficiency (𝜁, by a solvent 

extraction technique), and PS average molecular weights (Mw,PS, by size exclusion 

chromatography). 

For this present work, samples before the phase inversion point of each reaction were 

analyzed by scanning transmission electron microscopy (STEM) on a JEOL JSM-7401F at 

30 kV, after preparing them with an ultramicrotome and dyed with OsO4 vapors. 

An image analysis technique was performed on these micrographs in order to obtain the 

particle size distributions (PSDs) of vitreous phase. Due to intrinsic constraints of the 

technique, styrene evaporates during sample preparation for TEM; therefore, only 

“unswollen” (monomer-free) images are obtained. In each image the areas of dispersed 

particles are computed after a filtering and an edge-detecting process. These are then 

transformed to particle volumes assuming spherical geometry. 
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2.2. Model development 

2.2.1. Heterogeneous polymerization model  

In order to compute the evolution of the physical properties of the polymerizing system, 

which depend on monomer conversion, PS molecular weights and amount of graft 

copolymer, a theoretical polymerization model is needed. In this case, the heterogeneous bulk 

polymerization of St in presence of PB was modeled similarly to Casis et al. [25], but 

extended to compute the evolution of a given particle’s volume. The main hypotheses behind 

this model are the following: 

1. The flux of styrene from the continuous to the dispersed phase serves to transfer the PS 

propagating radicals in the rubbery phase to the vitreous phase. However, copolymer 

molecules or copolymer propagating radicals are left in the rubber-rich phase. 

2. The flux of low molar mass species (styrene, initiator) is envisaged to keep its partition 

coefficient as close to 1 (one) as possible. 

3. Each phase follows the kinetic mechanism describe in Table 2, but rate constants are 

allowed to differ between each phase. This is especially considered for the termination 

rate constants, since the gel effect may vary according to the polymer concentration in 

each phase. This mechanism includes thermal and chemical initiation (by a 

monofunctional initiator), propagation, transfer to the monomer and to the rubber, and 

termination by combination. 

4. Long chain approximation is assumed, by which styrene is mostly consumed in the 

propagation reactions. 

5. The polymerization is considered to be heterogeneous from the moment it begins, 

although it may be changed easily to phase separate at any given time. 
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Proposed kinetic mechanism Nomenclature 

Initiation St Monomer 

3𝑆𝑡 
𝑘𝑖0
→ 2𝑆1

• 
𝑆1
• Monomer radical 

𝐼2  
𝑓 𝑘𝑑
→  2𝐼• 𝐼2 Initiator 

𝐼• + 𝑆𝑡 
𝑘𝑖1
→ 𝑆1

• 
𝐼• Initiator radical 

𝐼• + 𝐵 
𝑘𝑖2
→ 𝑃0

• 
𝐵 Unreacted butadiene unit 

𝑃0
• + 𝑆𝑡 

𝑘𝑖3
→ 𝑃1

• 
𝑃0
• Primary radical produced by attack to a butadiene 

unit 

Propagation 𝑃1
• Copolymer radical with one styrene unit 

𝑆𝑛
• + 𝑆𝑡 

𝑘𝑝
→ 𝑆𝑛+1

•  
𝑃𝑛
• Copolymer radical with n repetitive units of St in 

active branch. 

𝑃𝑛
• + 𝑆𝑡 

𝑘𝑝
→ 𝑃𝑛+1

•  
𝑆𝑛
•  Free PS radical with n repetitive units. 

Transfer 𝑆𝑛 PS with n repetitive units. 

𝑆𝑛
• + 𝑆𝑡 

𝑘𝑓𝑀
→  𝑆𝑛 + 𝑆1

• 
𝑃𝑛 Copolymer with n repetitive St units. 

𝑃𝑛
• + 𝑆𝑡 

𝑘𝑓𝑀
→  𝑃𝑛 + 𝑆1

• 
  

𝑃0
• + 𝑆𝑡 

𝑘𝑓𝑀
→  𝐵 + 𝑆1

• 
  

𝑆𝑛
• + 𝐵 

𝑘𝑓𝐺
→  𝑆𝑛 + 𝑃0

• 
  

𝑆𝑛
• + 𝑃𝑛  

𝑘𝑓𝐺
→  𝑆𝑛 + 𝑃𝑛

• 
  

Termination   

𝑆𝑛
• + 𝑆𝑚

•  
𝑘𝑡𝑐
→ 𝑆𝑛+𝑚 

  

𝑆𝑛
• + 𝑃𝑚

•  
𝑘𝑡𝑐
→ 𝑃𝑛+𝑚 

  

𝑃𝑛
• + 𝑃𝑚

•  
𝑘𝑡𝑐
→ 𝑃𝑛+𝑚 

  

𝑃𝑛
• + 𝑃0

•  
𝑘𝑡𝑐
→ 𝑃𝑛 

  

𝑆𝑛
• + 𝑃0

•  
𝑘𝑡𝑐
→ 𝑃𝑛 

  

𝑃0
• + 𝑃0

•  
𝑘𝑡𝑐
→ 𝑃0 

  

Table 2. Suggested kinetic mechanism. 

 

One of the most important features to be calculated with this model – necessary for the 

population balance – is the rate of change of a given (vitreous) particle volume. Considering 

the mentioned hypotheses and assuming additive volumes, the evolution of the total 

dispersed phase volume, 𝑉̇𝑣, is derived from its definition: 
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𝑉̇𝑣 =
𝑚̇𝑆𝑡,𝑣
𝜌𝑆𝑡

+
𝑚̇𝑃𝑆
𝜌𝑃𝑆

 (1) 

where 𝑚̇𝑆𝑡,𝑣 and 𝑚̇𝑃𝑆 are the rate of change of St and PS masses respectively. Accepting the 

“long chain approximation”, by which St is mainly consumed by propagation reactions, these 

rates of change are calculated as follows: 

𝑚̇𝑆𝑡,𝑣 = −𝑘𝑝𝑣[𝑆𝑡𝑣][𝑆𝑣
•]𝑉𝑣𝑀𝑆𝑡 + 𝐹̇ (2) 

𝑚̇𝑃𝑆 = 𝑘𝑝𝑣[𝑆𝑡𝑣][𝑆𝑣
•]𝑉𝑣𝑀𝑆𝑡 + 𝑘𝑝𝑟[𝑆𝑡𝑟]([𝑆𝑟

•] + [𝑃•])𝑉𝑟𝑀𝑆𝑡 (3) 

where 𝐹̇ is the flux of transferred styrene from the continuous to the dispersed phase. 

Subscripts v and r stand for vitreous and rubbery phase respectively. 

The St consumption in the rubber-rich phase is: 

𝑚̇𝑆𝑡,𝑟 = −𝑘𝑝𝑟[𝑆𝑡𝑟]([𝑆𝑟
•] + [𝑃•])𝑉𝑟𝑀𝑆𝑡 − 𝐹̇ (4) 

In turn, 𝐹̇ is calculated so that the St partition coefficient between each phase is satisfied at 

all times: 

[𝑆𝑡𝑣] = [𝑆𝑡𝑟] (5) 

𝑚𝑆𝑡,𝑣 (
𝑚𝑃𝐵
𝜌𝑃𝐵

+
𝑚𝑆𝑡,𝑟
𝜌𝑆𝑡

) = 𝑚𝑆𝑡,𝑟 (
𝑚𝑃𝑆
𝜌𝑃𝑆

+
𝑚𝑆𝑡,𝑣
𝜌𝑆𝑡

) (6) 

Expanding and differentiating: 

𝑚̇𝑆𝑡,𝑣
𝑚𝑃𝐵
𝜌𝑃𝐵

= 𝑚̇𝑆𝑡,𝑟
𝑚𝑃𝑆
𝜌𝑃𝑆

+𝑚𝑆𝑡,𝑟
𝑚̇𝑃𝑆
𝜌𝑆𝑡

 
(7) 

Using Eqs. (2)-(4): 

(𝐹̇ − 𝑅𝑝𝑣𝑀𝑆𝑡𝑉𝑣)𝑚𝑃𝐵
𝜌𝑃𝑆
𝜌𝑃𝐵

= −(𝐹̇ + 𝑅𝑝𝑟𝑀𝑆𝑡𝑉𝑟)𝑚𝑃𝑆 +𝑚𝑆𝑡,𝑟(𝑅𝑝𝑣𝑉𝑣 + 𝑅𝑝𝑟𝑉𝑟)𝑀𝑆𝑡 
(8) 

from which: 
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𝐹̇ =
(𝑚𝑆𝑡,𝑟 +𝑚𝑃𝐵)𝑅𝑝𝑣𝑉𝑣 + (𝑚𝑆𝑡,𝑟 −𝑚𝑃𝑆)𝑅𝑝𝑟𝑉𝑟

𝑚𝑃𝐵
𝜌𝑃𝑆
𝜌𝑃𝐵

+𝑚𝑃𝑆
𝑀𝑆𝑡 

(9) 

where 𝑅𝑝𝑣 and 𝑅𝑝𝑟 are the polymerization rates in the vitreous and rubbery phases 

respectively. Using the vitreous phase volume fraction, which depends only on monomer 

conversion: 

𝐹̇ =
(𝑚𝑆𝑡,𝑟 +𝑚𝑃𝐵)𝑅𝑝𝑣 + (𝑚𝑆𝑡,𝑟 −𝑚𝑃𝑆)𝑅𝑝𝑟

(1 − 𝜙𝑣)
𝜙𝑣

𝑚𝑃𝐵
𝜌𝑃𝑆
𝜌𝑃𝐵

+𝑚𝑃𝑆
𝑀𝑆𝑡𝑉𝑣 

(10) 

Finally, the flux of monomer that is received by one droplet of volume 𝑣, 𝐹̇(𝑣),  is simply Eq. 

(10) evaluated at 𝑉𝑣 = 𝑣: 

𝐹̇(𝑣) = 𝐹̇
𝑣

𝑉𝑣
 (11) 

Therefore, the rate at which the volume of a given particle changes over time is: 

𝑉̇(𝑣) = [𝑘𝑝𝑣[𝑆𝑡𝑣][𝑆𝑣
•] (

1

𝜌𝑃𝑆
−
1

𝜌𝑆𝑡
)𝑀𝑆𝑡 +

𝐹̇

𝜌𝑆𝑡𝑉𝑣
] 𝑣 (12) 

Note that the term in square brackets is solely a function of time. The remaining equations of 

the polymerization module are described in the Appendix, where a more detailed balance for 

each radical species is described. 

2.1.2. Population balance model – PSD prediction 

The population balance equation (PBE) is the partial differential equation describing the 

evolution of the number density function of vitreous droplets of volume 𝑣 per unit of physical 

volume at time t, 𝑓(𝑣,𝑡). Considering binary break-up and only two-particle coalescence in a 
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perfectly mixed tank – and neglecting Ostwald ripening due to low diffusivity of the 

dispersed phase [26,27] – this equation reads: 

𝜕𝑓(𝑣,𝑡)

𝜕𝑡
+
𝜕

𝜕𝑣
(𝑉̇(𝑣,𝑡)𝑓(𝑣,𝑡))

= 2∫ 𝜔𝑏(𝑣′)𝑓(𝑣′,𝑡)𝛽(𝑣|𝑣′)𝑑𝑣
′

∞

𝑣

− 𝜔𝑏(𝑣)𝑓(𝑣,𝑡)

+
1

2
∫ 𝜔𝑐(𝑣−𝑣′,𝑣′)𝑓(𝑣−𝑣′,𝑡)𝑓(𝑣′,𝑡)𝑑𝑣

′
∞

0

− 𝑓(𝑣,𝑡)∫ 𝜔𝑐(𝑣,𝑣′)𝑓(𝑣′,𝑡)𝑑𝑣
′

∞

0

 

(13) 

where 𝑉̇(𝑣,𝑡) is the rate of change of a particle’s volume (calculated with Eq. (12)), 𝜔𝑏(𝑣) is 

the fractional break-up frequency of particles of volume 𝑣, 𝛽(𝑣|𝑣′) is the probability density 

function of a particle of volume 𝑣 being born after breakage of a particle of volume 𝑣′, and 

𝜔𝑐(𝑣,𝑣′) is the average coalescence frequency of particle pairs of volumes 𝑣 and 𝑣′. The latter 

is usually expressed in the form of the product between a collision frequency, 𝜔𝑐𝑑(𝑣,𝑣′), and 

a coalescence efficiency, 𝜆(𝑣,𝑣′). 

A large number of expressions for 𝜔𝑏, 𝛽, 𝜔𝑐𝑑 and 𝜆 are available in literature [20,28–30], 

usually developed for O/W dispersions, but also used in polymeric systems since the physics 

behind them do not differ considerably [31–33]. None have yet been used in the bulk 

polymerization of HIPS, but some can be found in other polymeric systems [17,21]. In this 

case, the selected functions were chosen after reviewing their field application and similarity 

to the system of interest in this work. As a general rule, expressions developed for bubbles 

in liquids are disregarded. The chosen kernels are the following [34–37]: 



 

11 

 

𝜔𝑏(𝑣) = 𝐶1𝑏𝜀
1/3 erfc (√𝐶2𝑏

𝛾

𝜌𝑐𝜀2/3
(
𝜋

6𝑣
)
5/9

+ 𝐶3𝑏
𝜂𝑑

√𝜌𝑐𝜌𝑑𝜀1/3
(
𝜋

6𝑣
)
4/9

) (14) 

𝛽(𝑣|𝑣′) = 30 (
𝑣

𝑣′
)
2

(1 −
𝑣

𝑣′
)
2

 (15) 

𝜔𝑐𝑑(𝑣,𝑣′) = 𝐶1𝑐ℎ(𝑣,𝑣′)
𝜀1/3

1 + 𝜙𝑑
(𝑣2/9 + 𝑣′2/9)

1/2
 (16) 

𝜆(𝑣,𝑣′) = 𝜆1 + 𝜆2 − 𝜆1𝜆2 (17) 

where subscripts c and d refer to the continuous and the dispersed phase respectively, 𝜂 is 

the apparent viscosity, 𝜀 is the mean energy dissipation rate and 𝜙𝑑 is the dispersed phase 

volume fraction. The factor ℎ(𝑣,𝑣′) is a radial distribution function that accounts for the fact 

that the probability of a given particle to “see” another is not uniform when the dispersion is 

dense (high dispersed fraction). In this work, the one developed by Song et al. [38] (based on 

the Carnhan-Starling equation of state) is used:  

ℎ(𝑣,𝑣′) =
1

1 − 𝜙𝑑
+

3

2(1 − 𝜙𝑑)2
𝜉(𝑣,𝑣′) +

1

(1 − 𝜙𝑑)3
𝜉(𝑣,𝑣′)
2  (18) 

with 

𝜉(𝑣,𝑣′) = 2(
𝑣𝑣′

𝑣 + 𝑣′
)

1/3

∑𝑁̂𝑖𝑣𝑖
2/3

𝑁

𝑖=1

 (19) 

where 𝑁̂𝑖 is the number of particles of size 𝑣𝑖 per unit volume of physical space and N is the 

total number of particles. 

In turn, the terms in the equation for the coalescence efficiency are: 
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𝜆1(𝑣,𝑣′) = exp [−𝐶2𝑐
𝜂𝑐𝜌𝑐𝜀

𝛾2
(
𝑣1/3𝑣′1/3

𝑣1/3 + 𝑣′1/3
)

4

] (20) 

𝜆2(𝑣,𝑣′) = exp [−𝐶3𝑐
𝛾

𝜌𝑑𝜀2/3
(𝑣 + 𝑣′)

𝑣𝑣′
(𝑣2/3 + 𝑣′2/3)

(𝑣2/9 + 𝑣′2/9)
] (21) 

Eq. (13) is to be supplied with initial and boundary conditions before it is solved. In this case, 

the following assumptions are considered: i) nucleation is negligible, ii) there are no particles 

of a sufficiently large mass, and iii) initial particle size distributions are ~ℒ𝒩(𝜇, 𝜎) with 

respect to particle diameter, a fact that has been extensively verified for many liquid-liquid 

dispersions [39–41]. In terms of particle volume, these assumptions yield the following initial 

and boundary conditions, considering spherical geometry: 

{
 
 

 
 

𝑉̇(𝑣𝑚𝑖𝑛,𝑡)𝑓(𝑣𝑚𝑖𝑛,𝑡) = 0

𝑓(𝑣𝑚𝑎𝑥,𝑡) = 0

𝑓(𝑣,0) =
𝑁̂0

3𝑣𝜎√2𝜋
exp {−

[ln(6𝑣/𝜋)1/3 − 𝜇]
2

2𝜎2
}

 (22) 

where 𝑁̂0 is the number of initial particles per unit volume of reacting mixture. 

In the implementation of the PBE, time is discretized in the same intervals as the 

polymerization module (for consistency) and particle volume is discretized in a 

logarithmically spaced grid (to cover a wide range of particle sizes). A moving pivot 

technique by Kumar and Ramkrishna is used to solve the PBE [42,43], whose discretized 

form is the following: 
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𝑑𝑁̂𝑖(𝑡)

𝑑𝑡
= 2∑𝜔𝑏(𝑢𝑗)𝑁̂𝑗(𝑡) [ ∫

𝑣 − 𝑢𝑖−1
𝑢𝑖 − 𝑢𝑖−1

𝛽(𝑣,𝑢𝑗)

𝑢𝑖

𝑢𝑖−1

𝑑𝑣 + ∫
𝑢𝑖+1 − 𝑣

𝑢𝑖+1 − 𝑢𝑖
𝛽(𝑣,𝑢𝑗)

𝑢𝑖+1

𝑢𝑖

]

𝑁𝐼

𝑗=1

− 𝜔𝑏(𝑢𝑗)𝑁̂𝑗(𝑡)

+ ∑ (1 −
1

2
𝛿(𝑢𝑗−𝑢𝑘)) 𝜈𝜔𝑐(𝑢𝑗,𝑢𝑘)𝑁̂𝑗(𝑡)𝑁̂𝑘(𝑡)

𝑖≥𝑗≥𝑘

𝑢𝑖−1≤𝑢𝑗+𝑢𝑘≤𝑢𝑖+1

− 𝑁̂𝑖(𝑡)∑𝜔𝑐(𝑢𝑖,𝑢𝑗)𝑁̂𝑗(𝑡)

𝑁𝐼

𝑗=1

 

(23) 

where 𝛿(𝑢) is the Dirac delta function, here used to avoid computing repeated pairs of 

particles that yield the same result, and 𝜈 is an allocation function to account for the fact that 

not all particles are born in the discretized pivots and must therefore be distributed in a way 

that both number and mass are preserved: 

𝜈 =

{
 
 

 
 
𝑢𝑗 + 𝑢𝑘 − 𝑢𝑖−1

𝑢𝑖 − 𝑢𝑖−1

𝑢𝑖+1 − (𝑢𝑗 + 𝑢𝑘)

𝑢𝑖+1 − 𝑢𝑖

 (24) 

 

2.1.3. Phase properties 

The density of St, PS and PB and the viscosities of each phase are calculated with the 

expressions found in Table 3. Since the mixture exhibits non-Newtonian behavior (as 

analyzed in our previous work), it is necessary to compute the shear rate at reaction 

conditions. For anchor-type impellers, the following expression applies [44]: 



 

14 

 

𝛾̇ = 25𝑛√
𝐷𝐼
𝐷𝑇

 (25) 

where n is the stirring speed, 𝐷𝐼 is the impeller diameter and 𝐷𝑇 that of the reactor. 

In turn, interfacial tension (𝛾) is computed with an expression by Kwok and Neumann [45] 

for a copolymer-free system, 𝛾0, and a correction by Noolandi and Hong [46] to account for 

its reduction in the presence of the generated graft copolymer, ∆𝛾: 

𝛾0 = 𝜎𝑣 + 𝜎𝑟 − 2√𝜎𝑣𝜎𝑟 exp[−𝛼(𝜎𝑣 − 𝜎𝑟)
2] (26) 

∆𝛾 = 𝑊𝜙𝑐𝑜𝑝 {
𝜒

2
(𝜙𝑃𝐵 + 𝜙𝑃𝑆) +

1

𝑧𝑆𝑡 + 𝑧𝐵
[1 − exp [

𝜒

2
(𝑧𝑆𝑡 + 𝑧𝐵)(𝜙𝑃𝐵 + 𝜙𝑃𝑆)]]} (27) 

where 𝜒 is the Flory-Huggins parameter for PS-PB (calculated with solubility parameters 

[47]), and 𝑧𝑆𝑡 and 𝑧𝐵 are the polymerization degrees of PS and PB in a copolymer whose 

volume fraction is 𝜙𝑐𝑜𝑝. In turn, 𝛼 is a universal constant of value 1.247 10-3 m2/mN2 and W 

is the width at half height of the copolymer profile, here approximated to [48]:   

𝑊 = 𝑏 [
2𝜒

3(1 − 𝜙𝑆𝑡)
]
0.5

 (28) 

with b being the average Kuhn length (6.95 Å [49]). 

The surface tension of the vitreous phase, 𝜎𝑣, is computed with the correlation obtained from 

the experimental data published by Cerpa-Gallegos et al. [50]: 

𝜎𝑣 = 𝑆0 + 𝐾(1 − 𝑤𝑆𝑡,𝑣)
𝑎
𝑀𝑤,𝑃𝑆
𝑏  (29) 

where 𝑆0 = 31.627 mN/m, K = 2.75 mN/m, a = 1.07725 and b = 0.49657. The PS weight-

average molecular weight is here expressed in kg/mol. 
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The surface tension of the rubbery phase, 𝜎𝑟, is calculated with the mixing rule by Prigogine 

and Marechal [51]: 

𝜎𝑟 = 𝑆0𝜙𝑆𝑡,𝑟 + 𝜎𝑃𝐵(1 − 𝜙𝑆𝑡,𝑟) (30) 

where 𝜎𝑃𝐵 is the surface tension of PB, here calculated with the Parachor method using the 

group contributions by Sugden [52], and 𝜙𝑆𝑡,𝑟 is the volume fraction of styrene in the rubber-

rich phase. 

Finally, the temperature dependence is computed using the ratio of the phase densities [53]: 

𝜎𝑖(𝑇) = 𝜎𝑖(𝑇0) (
𝜌𝑖(𝑇)

𝜌𝑖(𝑇0)
)

4

 (31) 

 

Densities (kg/m3, T in ºC) Reference 

𝜌𝑆𝑡 = 924 − 0.918𝑇  [54] 

𝜌𝑃𝑆 = 1084.8 − 0.605𝑇  [54] 

𝜌𝑃𝑆 = [1.097 × 10
−3 + 7.679 × 10−7𝑇 − 2.222 × 1010𝑇2]−1  [55] 

Viscosities (cP, T in ºK, Mw,PS in g/mol)  

𝜂𝑟 = exp [1052.19 (
1

𝑇
−
1

298
) + ln(𝜂𝑟0)] [56] 

ln(𝜂𝑟0) = 38.7[1 − exp(−1.6974𝛾̇)](1 − 𝑤𝑆𝑡,𝑟) +
2.4589

𝛾̇ + 0.3472
 [57] 

𝜂𝑣 =
𝜂0𝑣

(1 +
𝜂0𝑣
35000

)
0.6 [58] 



 

16 

 

𝜂0𝑣 = 1000 exp {−11.091 +
1109

𝑇

+𝑀𝑤,𝑃𝑆
0.1413 [12.032𝑤𝑃𝑆,𝑣 − 19.501𝑤𝑃𝑆,𝑣

2 + 2.923𝑤𝑃𝑆,𝑣
3

+
1

𝑇
(−1327𝑤𝑃𝑆,𝑣 + 1359𝑤𝑃𝑆,𝑣

2 + 3597𝑤𝑃𝑆,𝑣
3)]} 

[58] 

Table 3. Correlations for densities and viscosities used in this work. 

 

3. Results 

Figure 1 shows TEM micrographs for selected samples before the PI point. Subfigures a)-c) 

are taken around the same monomer conversion, and somewhat larger domains are observed 

in the latter. This corresponds to reaction 6 (80ºC, 0.1% BPO, 60 rpm), which was run at a 

higher stirring speed than reaction 2 (80ºC, 0.1% BPO, 30 rpm), whose micrograph 

corresponds to subfigure a). Reaction 3, which was conducted at a higher temperature, but at 

a lower initiator concentration (90ºC, 0.05% BPO, 30 rpm) yielded similar particle sizes, 

which may imply that the opposed effects that these variables exert on interfacial tension 

were balanced out, at least at this conversion level. It should be noted that this effect may 

change considerably along the reaction and affect coalescence efficiency substantially, 

enough to trigger PI at an early stage, as discussed in our previous work [24]. 

In turn, the large domains observed in subfigure d), corresponding to reaction 8 at almost 

15% conversion, are in agreement with the fact that the system is near the onset of inversion. 
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Figure 1. TEM micrographs for selected samples a) reaction 2, 9.86% conversion, b) 

reaction 3, 8.22%, c) reaction 6, 9.52%, d) reaction 8, 14.66%. Scale bar is 2 μm. 

 

Regarding the simulation results, the kinetic heterogeneous polymerization module is solved 

in the first place, with a traditional 2nd order Rosenbrock formula, suitable for stiff systems. 

In this case, kinetic parameters are taken from literature [59–61] and a very good agreement 

with the experimental observations is observed, as shown in Figure 2. Given the error by 

excess produced in the determination of the grafting efficiency [59], it is expected that the 

experimental points lie somewhat above the predicted results. 
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Figure 2. Evolution of conversion, PS molecular weight and grafting efficiency as measured 

experimentally and predicted by the polymerization model. Black markers refer to reactions 

at 30 rpm, and white markers, at 60 rpm. 

 

The evolution with time of the main reaction variables (conversion, molecular weights, 

copolymer concentration, grafting efficiency, etc.) are used to calculate the physical 

properties along the reaction, as well as the growth rate of the dispersed phase (Eq. (12)). 

These are then fed to the PBE model, which calculates the PSD of the vitreous phase along 

the polymerization. The adjusting procedure consists of finding an acceptable order of 

magnitude for the values of C1b, C2b, C3b, C1c, C2c and C3c, and then fine-tuning with 𝜇 and 𝜎 

for each reaction. While it is expected that reaction conditions (temperature, initiator 

concentration and stirring speed) affect the initial PSD (as per phase separation theory 
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[62,63]), these effects are not known due to the lack of experimental evidence. Then, these 

parameters are adjusted as part of the fitting procedure.  

Figure 3 shows the PSDs as obtained from the selected TEM images (only a few are shown, 

to avoid redundancy) of samples taken before the PI point. These are compared with the 

predicted curves by the PBE model, resulting in a very good agreement. 

 

Figure 3. Particle size distributions of selected TEM images. Dashed lines correspond to the 

initial PSD. Each subfigure shows the values of µ and σ used for the initial conditions. 
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The values of the adjusted parameters for the PBE model are shown in Table 4, while kinetic 

parameters for the polymerization module are displayed in Table 5. 

 

Parameter Value 

𝐶1𝑏 10-4 

C2b 10-5 

C3b 10-5 

C1c 5·10-4 

C2c 103 

C3c 10-9 

Table 4. Values of the adjusted parameters. 

Parameter Unit Value Reference 

kd 1/s 2.97 · 1015 𝑒−16179/𝑇 [64] 

ki0 L2/(mol2·s2) 2.3 · 106 𝑒−15005/𝑇  [65] 

ki1 L/(mol·s) 8.37 · 105 𝑒−2650/𝑇 [59] 

ki2 L/(mol·s) 5.27 · 105 𝑒−2650/𝑇 [59] 

ki3 L/(mol·s) 2.16 · 107 𝑒−3905/𝑇 [66] 

kp L/(mol·s) 2.16 · 107 𝑒−3905/𝑇 [66] 

kfM L/(mol·s) 7.81 · 106 𝑒−6435/𝑇 [59] 

kfG L/(mol·s) 1.11 · 1010 𝑒−8898/𝑇 [59] 

ktc L/(mol·s) 1.66 · 109 𝑒−[843 𝑇⁄ +2(𝐶1𝑥+𝐶2𝑥
2+𝐶3𝑥

3)] [60] 

f - 0.9 Adjusted in this work 

Table 5. Values of the kinetic parameters used in the polymerization module. C1 = 2.57 - 

0.00505T, C2 = 956 - 0.01767T, C3 = -3.03 + 0.00785T. x stands for polymer weight 

fraction. 

3.1. Phase inversion criterion 

Based on the location of the viscosity local minimax points, the phase inversion periods were 

established for each reaction in our earlier work, and are here reproduced in Table 6 for 

convenience. 

T  

ºC 

[BPO] 

%wt 

Stirring speed (rpm) 

30 60 

80 
0.05 12 – 15 % 10 – 14 % 

0.1 13 – 17 % 15 – 18 % 

90 
0.05 10 – 12 % 10 – 12 % 

0.1 15 – 18 % 15 – 18 % 

Table 6. Phase inversion periods for each reaction. 
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The evolution of total particle break-up (Ω𝑏) and coalescence (Ω𝑐) frequencies may then be 

observed throughout the reaction, with special attention to the PI periods highlighted in Table 

6. These are calculated with the PBE model as follows: 

Ω𝑏(𝑇) = 𝑉𝑇(𝑡)∫ 𝜔𝑏(𝑣)𝑓(𝑣,𝑡)𝑑𝑣
∞

0

 (32) 

Ω𝑐(𝑡) = 𝑉𝑇(𝑡)∫ 𝑓(𝑣,𝑡)

∞

0

∫ 𝜔𝑐(𝑣,𝑣′)𝑓(𝑣′,𝑡)𝑑𝑣′𝑑𝑣
∞

0

 (33) 

Where VT is the total volume of the polymerizing system. Note that Ω𝑐 is the number of 

particle pairs coalescing per unit time. 

If the widely accepted mechanism for PI occurrence applies in this case, then a sharp increase 

in the evolution of Ω𝑐(𝑡) should be observed at some point during the reaction. Figure 4 

shows, however, that this is not the case.  

 

Figure 4. Fraction of particle pairs coalescing per unit time as calculated by the PBE model. 
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As observed, no exponential increase is observed in any case. On the contrary, coalescence 

rates tend to decrease after an early increase in the reaction (which is expected since a large 

number of small particles are found at the initial stage, and coalescence of small particles is 

highly effective [67]). This evolution implies that, as the reaction proceeds, less and less 

particles actually participate in the coalescence process. Some authors argue that what should 

increase acutely is the coalescence-to-breakage ratio [68], since breakage should be 

ineffective around the PI point. Notwithstanding, this is not observed in any reaction either, 

as shown in Figure 5. 
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Figure 5. Coalescence-to-breakage ratio as predicted by the PBE model. The PI zones are 

highlighted in gray as a visual aid. 
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4. Discussion 

Results shown so far seem to indicate that the criterion frequently cited for PI may not apply 

in this system. In traditional O/W experiments aiming to study catastrophic phase inversion, 

the set of liquids is always the same (these do not vary during the addition of dispersed phase). 

This is clearly not the case in a reacting system, especially in a one where viscosities and 

interfacial tension may vary substantially. It may be reasonable, then, that PI criteria could 

vary between such systems. 

A more detailed physical analysis shows that the following is observed along the reaction: 

1. Phase viscosities increase significantly. 

2. Dispersed phase density increases. 

3. Interfacial tension increases (due to monomer loss) but is attenuated by the presence 

of graft copolymer. 

4. The net number of particles decreases along the reaction (Ω𝑐 > Ω𝑏 according to 

Figure 5). 

These observations point towards a natural decrease in the collision frequency (and thus, in 

the coalescence rate) along the reaction. Consequently, the predicted evolutions in Figure 4 

would appear qualitatively reasonable. The necessary condition that allows PI to occur is that 

Ω𝑐 > Ω𝑏, which is shown to be the case in these reactions. Naturally, if the breakage rate was 

higher than the coalescence rate, no PI could ever occur as more, smaller particles would be 

formed, producing a finer emulsion instead of a continuous matrix.  

In this system, phase inversion does not occur abruptly, as is the case in may O/W dispersions 

[69–71]. Rather, this process happens through a transitional co-continuous arrangement 
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before reaching the inverted configuration. In that sense, low coalescence frequencies (as the 

ones predicted by the PBE model) would be in agreement with such a behavior. In 

consequence, predicting the PI point by an abrupt increase in the coalescence rate (or the 

coalescence-to-breakage ratio) seems not to apply in this case.  

The physics predicted by the PBE model may be further assessed if the location of the PI 

points are known beforehand. This is described in what follows. 

A differential timestep before the inversion point, when the morphology is essentially 

developed, there will be a fraction Φ of vitreous phase that will become the continuous one, 

leaving a fraction 1 − Φ as occlusions. A qualitative representation of this situation is 

described in  Figure 6. If this is the case, the cumulative frequency (in particle volume) 

should increase smoothly up to the point where it accumulates a fraction 1 − Φ of dispersed 

phase and then increase abruptly to 1. 

 

Figure 6. Visual representation of the particle cumulative frequency at the PI point. 
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The PBE model should be able to reproduce the continuous equivalent of the discrete 

cumulative frequency shown in Figure 6, and its sharp increase should be detectable with its 

derivative. If the fraction of occluded phase at the PI point, 𝜙𝑜𝑐, is known, it may be used to 

analyze if the location of the spike in the cumulative frequency derivative occurs around such 

a point. Under the hypothesis that occlusions do not escape from the dispersed phase between 

the PI point and the time at which the sample is taken, the occluded phase fraction observed 

by TEM may be used to calculate the value of Φ, as follows: 

𝜙𝑣 =
𝑉𝑣,𝑐 + 𝑉𝑣,𝑜𝑐

𝑉𝑇
=
𝑉𝑣,𝑐 + 𝑉𝑟

𝜙𝑜𝑐
1 − 𝜙𝑜𝑐
𝑉𝑇

 
(34) 

where 𝑉𝑣,𝑐 is the volume of vitreous phase that constitutes the continuous matrix and 𝑉𝑣,𝑜𝑐 the 

volume of vitreous phase that is left behind as occlusions. This expression may be evaluated 

at 𝑥 = 𝑥𝑃𝐼, the conversion at PI, and rearranged to introduce Φ =
𝑉𝑣,𝑐

𝑉𝑣
: 

𝜙𝑣(𝑥= 𝑥𝑃𝐼)
= [𝜙𝑣Φ+ (1 − 𝜙𝑣)

𝜙𝑜𝑐
1 − 𝜙𝑜𝑐

]|
𝑥=𝑥𝑃𝐼

 (35) 

from which: 

Φ = [1 −
(1 − 𝜙𝑣)

1 − 𝜙𝑜𝑐

𝜙𝑜𝑐
𝜙𝑣
]|
𝑥=𝑥𝑃𝐼

 (36) 

 

From our previous work, the average occluded phase fraction around the PI points of each 

reaction are recovered with an image analysis technique performed on the available TEM 

images (reaction 4 showed poor results in terms of image quality and no calculation was 
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performed for this case) and are here summarized in Table 7, together with the corresponding 

value of Φ. 

Reaction 𝜙𝑜𝑐 Φ 

1 0.5216 0.3692 

2 0.5742 0.3059 

3 0.4825 0.3196 

5 0.4432 0.4368 

6 0.5757 0.3782 

7 0.4438 0.4186 

8 0.5903 0.3215 

Table 7. Average occluded phase fractions for each reaction around the PI point and the 

corresponding calculated inversion fraction. 

 

The cumulative frequency distributions, 𝜑, and its derivatives at the PI point are shown in 

Figure 7. As observed, the peaks in the derivative curves occur around the calculated values 

of Φ. This means that the consistency of the PBE model is acceptable; it may potentially be 

used to predict the morphology that is developed at the PI point, if a suitable fluid-dynamic 

model for particle entrapment is developed. 
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Figure 7. Cumulative frequency (in particle volume) and its derivative for each reaction. 

Horizontal dotted lines are drawn at Φ, and the vertical ones are plotted as a visual aid to 

show the point at which φ = Φ. 
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5. Conclusions 

In this work, a population balance model was developed in an attempt to reproduce the phase 

inversion behavior of the reacting system during the bulk polymerization of HIPS, for a given 

set of reaction conditions. The evolution of the dispersed phase (PS-rich) along the reaction 

was modeled following a heterogeneous polymerization model that accounts for the 

monomer partition between both phases. This effect forces the dispersed phase to grow along 

the reaction, especially before the PI point. Coalescence and break-up of vitreous particles 

were computed with expressions available in literature, and particle size distributions were 

predicted for each reaction condition. 

Results show that predictions are in very good agreement with measured particle sizes. With 

the adjusted model, the most popular criterion for phase inversion – the coalescence vs 

breakage imbalance – was assessed. The analysis shows that the coalescence-to-breakage 

ratio never spikes at any point during the polymerizations. After careful physical analysis, it 

is concluded that (at least in this system) it is likely that this feature is never observed, as the 

inversion process does not occur in an accelerated, “instantaneous” way. Rather, it is the 

result of a co-continuous transition that may last several minutes. In order to test the physical 

reliability of the model, cumulative frequency curves were produced and compared to the 

expected behaviors around the inversion points. These are shown to be in very good 

agreement with what would be anticipated at such points. 

The future goal of this work is to identify a clear phase inversion criterion that can apply in 

the polymerization of HIPS and to develop a comprehensive mathematical model that is able 

to predict both its occurrence and the morphology therein developed. 
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6. Nomenclature 

Symbol Reference Unit 

𝛽 Daughter particle size distribution -- 

𝛾 Interfacial tension N/m 

𝛾̇ Shear rate 1/s 

𝛿 Dirac’s delta function -- 

𝜀 Turbulent energy dissipation rate m2/s3 

𝜁 Grafting efficiency -- 

𝜂 Apparent viscosity  cP 

𝜆𝑐 Coalescence efficiency -- 

𝜌 Density kg/m3 

𝜎 Surface tension N/m 

𝜙 Phase volume fraction -- 

Φ Fraction of vitreous phase that participates in the inversion process -- 

φ Cumulative frequency (in particle volume) -- 

χ Flory-Huggins parameter -- 

𝜔 Fractional break-up or coalescence frequency  

Ω Total particle break-up or coalescence frequency  

𝑑 Particle diameter μm 

𝐷 Diameter  

𝑓 Number density function 1/m3 

𝑚 Mass kg 

𝑀𝑤 Weight-average molecular weight  

𝑛 Stirring speed 1/s 

𝑁̂ Number of dispersed particles per unit volume 1/m3 

𝑅𝑝 Polymerization rate mol/s 

T Temperature K 

𝑉 Volume m3 

𝑤 Weight fraction  

x PS conversion -- 

z Polymerization degree -- 

Subscripts   

b Breakage  

c Coalescence / Continuous phase  

cd Colliding drops  

d Dispersed phase  

oc Occluded vitreous phase  

r Rubber-rich phase  

v Vitreous phase  
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v,c Vitreous continuous phase  

I Impeller  

PI Phase inversion point  

PS,v Polystyrene in vitreous phase  

PS Polystyrene  

PB Polybutadiene  

St Styrene  

T Total / Tank  
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9. Appendix  

9.1. Rubber-rich phase 

Initiator 
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𝑑

𝑑𝑡
([𝐼2]𝑟𝑉𝑟) = −𝑘𝑑[𝐼2]𝑟𝑉𝑟 (A. 1) 

Monomer 

𝑑

𝑑𝑡
(𝑀𝑆𝑡[𝑆𝑡]𝑟𝑉𝑟) = −𝑘𝑝[𝑆𝑡]𝑟([𝑆

•]𝑟 + [𝑃
•])𝑀𝑆𝑡𝑉𝑟 − 𝐹̇ (A. 2) 

Ungrafted butadiene units 

𝑑

𝑑𝑡
([𝐵]𝑉𝑟) = −{𝑘𝑖2[𝐼

•]𝑟 + 𝑘𝑓𝐺([𝑆
•]𝑟 + [𝑃

•])}[𝐵]𝑉𝑟 + 𝑘𝑓𝑀[𝑆𝑡]𝑟[𝑃0
•]𝑉𝑟 (A. 3) 

Radical species 

𝑑

𝑑𝑡
([𝐼•]𝑟𝑉𝑟) = 2𝑓𝑘𝑑[𝐼2]𝑟 − 𝑘𝑖1[𝑆𝑡]𝑟[𝐼

•]𝑟𝑉𝑟 −
𝐹̇

𝜌𝑆𝑡
[𝐼•]𝑟 (A. 4) 

𝑑

𝑑𝑡
([𝑆1

•]𝑟𝑉𝑟) = {𝑘𝑖1[𝑆𝑡]𝑟[𝐼
•]𝑟 + 2𝑘𝑖0[𝑆𝑡]𝑟

3 − 𝑘𝑝[𝑆𝑡]𝑟[𝑆1
•]𝑟

+ 𝑘𝑓𝑀[𝑆𝑡]𝑟([𝑆
•]𝑟 + [𝑃

•] + [𝑃0
•])}𝑉𝑟

− {𝑘𝑓𝐺[𝐵] + 𝑘𝑡𝑐𝑟([𝑆
•]𝑟 + [𝑃

•] + [𝑃0
•])}[𝑆1

•]𝑟𝑉𝑟 −
𝐹̇

𝜌𝑆𝑡
[𝑆1
•]𝑟 

(A. 5) 

𝑑

𝑑𝑡
([𝑆𝑛

• ]𝑟𝑉𝑟) = 𝑘𝑝[𝑆𝑡]𝑟[𝑆𝑛−1
• ]𝑟𝑉𝑟

− {𝑘𝑝[𝑆𝑡]𝑟 + 𝑘𝑓𝑀[𝑆𝑡]𝑟 + 𝑘𝑓𝐺[𝐵]

+ 𝑘𝑡𝑐𝑟([𝑆
•]𝑟 + [𝑃

•] + [𝑃0
•])}[𝑆𝑛

• ]𝑟𝑉𝑟 −
𝐹̇

𝜌𝑆𝑡
[𝑆𝑛
• ]𝑟 

(A. 6) 

for n>1 
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𝑑

𝑑𝑡
([𝑃0

•]𝑉𝑟) = {𝑘𝑖2[𝐼
•]𝑟 + 𝑘𝑓𝐺([𝑆

•]𝑟 + [𝑃
•])}[𝐵]𝑉𝑟

− {𝑘𝑖3[𝑆𝑡]𝑟 + 𝑘𝑓𝑀[𝑆𝑡]𝑟 + 𝑘𝑡𝑐𝑟([𝑆
•]𝑟 + [𝑃

•] + [𝑃0
•])}[𝑃0

•]𝑉𝑟 

(A. 7) 

𝑑

𝑑𝑡
([𝑃1

•]𝑉𝑟) = 𝑘𝑖3[𝑆𝑡]𝑟[𝑃0
•]𝑉𝑟

− {𝑘𝑝[𝑆𝑡]𝑟 + 𝑘𝑓𝑀[𝑆𝑡]𝑟 + 𝑘𝑓𝐺[𝐵]

+ 𝑘𝑡𝑐𝑟([𝑆
•]𝑟 + [𝑃

•] + [𝑃0
•])}[𝑃1

•]𝑟𝑉𝑟 

(A. 8) 

𝑑

𝑑𝑡
([𝑃𝑛

•]𝑉𝑟) = 𝑘𝑝[𝑆𝑡]𝑟[𝑃𝑛−1
• ]𝑟𝑉𝑟

− {𝑘𝑝[𝑆𝑡]𝑟 + 𝑘𝑓𝑀[𝑆𝑡]𝑟 + 𝑘𝑓𝐺[𝐵]

+ 𝑘𝑡𝑐𝑟([𝑆
•]𝑟 + [𝑃

•] + [𝑃0
•])}[𝑃𝑛

•]𝑟𝑉𝑟 

(A. 9) 

for n>1 

Equations (A. 5) and (A. 6) may be combined to obtain the total balance for St radicals in the 

rubber-rich phase, and adding (A. 7) to (A. 9) yields the balance for all P radicals. 

Phase volume 

𝑑

𝑑𝑡
(𝑉𝑟) =

−𝑘𝑝[𝑆𝑡]𝑟([𝑆
•]𝑟 + [𝑃

•])𝑉𝑟𝑀𝑆𝑡 − 𝐹̇

𝜌𝑆𝑡
 (A. 10) 

9.2. Vitreous phase 

Initiator 

𝑑

𝑑𝑡
([𝐼2]𝑣𝑉𝑣) = −𝑘𝑑[𝐼2]𝑣𝑉𝑣 (A. 11) 

Monomer 
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𝑑

𝑑𝑡
(𝑀𝑆𝑡[𝑆𝑡]𝑣𝑉𝑣) = −𝑘𝑝[𝑆𝑡]𝑣[𝑆

•]𝑣𝑀𝑆𝑡𝑉𝑣 + 𝐹̇ (A. 12) 

Radical species 

𝑑

𝑑𝑡
([𝐼•]𝑣𝑉𝑣) = 2𝑓𝑘𝑑[𝐼2]𝑣𝑉𝑣 − 𝑘𝑖1[𝑆𝑡]𝑣[𝑆

•]𝑣[𝐼
•]𝑣𝑉𝑣 +

𝐹̇

𝜌𝑆𝑡
[𝐼•]𝑟 (A. 13) 

𝑑

𝑑𝑡
([𝑆1

•]𝑣𝑉𝑣) = {𝑘𝑖1[𝑆𝑡]𝑣[𝐼
•]𝑣 + 2𝑘𝑖0[𝑆𝑡]𝑣

3 − 𝑘𝑝[𝑆𝑡]𝑣[𝑆1
•]𝑣 + 𝑘𝑓𝑀[𝑆𝑡]𝑣[𝑆

•]𝑣

− 𝑘𝑡𝑐𝑣[𝑆
•]𝑣[𝑆1

•]𝑣}𝑉𝑣 −
𝐹̇

𝜌𝑆𝑡
[𝑆1
•]𝑟 

(A. 

14) 

𝑑

𝑑𝑡
([𝑆𝑛

• ]𝑣𝑉𝑣) = 𝑘𝑝[𝑆𝑡]𝑣[𝑆𝑛−1
• ]𝑣𝑉𝑣 − {𝑘𝑝[𝑆𝑡]𝑣 + 𝑘𝑓𝑀[𝑆𝑡]𝑣 + 𝑘𝑡𝑐𝑣[𝑆

•]𝑣}[𝑆𝑛
• ]𝑣𝑉𝑣

−
𝐹̇

𝜌𝑆𝑡
[𝑆𝑛
• ]𝑟 

(A. 

15) 

for n>1 

Equations XY may be combined to obtain the total balance for St radicals in the rubber-rich 

phase, and adding YZ yields the balance for all P radicals. 

Phase volume 

𝑑

𝑑𝑡
(𝑉𝑣) =

−𝑘𝑝[𝑆𝑡]𝑣[𝑆
•]𝑣𝑉𝑣𝑀𝑆𝑡 + 𝐹̇

𝜌𝑆𝑡
+
𝑘𝑝[𝑆𝑡]𝑣[𝑆

•]𝑣𝑉𝑣𝑀𝑆𝑡

𝜌𝑃𝑆
 (A. 16) 

9.3. Chain length distribution of PS 

The number chain length distribution (NCLD) is calculated by computing the mass balance 

for each PS species in each phase, following Casis et al. [25]. 

 

 


