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Resumen

Los polimeros del estireno son termoplésticos de ingenieria de altos volimenes de produccién
y bajo costo, utilizados frecuentemente en diversas aplicaciones. Una ruta de produccion
comercial muy difundida es la de la polimerizacién radicalaria en masa. En particular, si
la polimerizacién de estireno se lleva a cabo en presencia de una goma (polibutadieno o
algin copolimero de butadieno), se obtiene un material con mejores propiedades mecanicas
denominado Poliestireno de Alto Impacto (HIPS). Este material, compuesto por una matriz
de poliestireno y particulas dispersas de caucho, es apto para ser utilizado en aplicaciones de

frecuente exposicién a golpes (juguetes, componentes electrénicos, embalajes, etc.)

Las propiedades mecédnicas que le otorgan un elevado interés a este material guardan
una estrecha relacién con la morfologia del mismo, que es consecuencia directa de un com-
plejo fenémeno conocido como la inversion de fases. KEste proceso tiene lugar durante la
etapa inicial de la polimerizacién. El sistema estireno-poliestireno-polibutadieno se separa
inicialmente en dos fases debido a la incompatibilidad de las dos especies poliméricas: la fase
continua es una solucién de estireno rica en caucho, mientras que la fase dispersa consta de
una mezcla estireno-poliestireno. A medida que avanza la reaccién, la fraccién de fase vitrea
(dispersa) aumenta hasta un punto critico en el cual puede transformarse en la fase continua,
dejando a la fase rica en caucho como dispersa. Durante este proceso, algunas particulas de
fase vitrea quedan ocluidas dentro de las particulas disperas, generando distintos tipos de

morfologias.

Debido a la crucial relacién entre el tamano (y forma) de las particulas dispersas y las
propiedades finales del material, la posibilidad de predecir la morfologia del mismo a partir
de recetas y condiciones de reaccién es de elevado interés industrial. Para ello, comprender
los fenémenos que influencian la inversién de fases resulta de vital importancia, con vistas
al desarrolo de una herramienta capaz de predecir el momento de ocurrencia a partir de las

condiciones de la polimerizacién.

En esta tesis se estudia el fenémeno de la inversién de fases tanto desde un punto de vista

cualitativo, tedrico y experimental. El objetivo general es contribuir a la comprensién de este
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fenémeno fluido- y termodindmico en su aplicacién particular para el caso de HIPS. Se busca
desarrollar un modelo fisico-matemaético capaz de predecir el punto de inversién de fases du-
rante la reaccién a partir de las condiciones del reactor. Dentro de las diferentes alternativas,
se exploran enfoques basados en la evolucién reolégica de la mezcla reaccionante y otros
basados en la fluidodinamica del sistema disperso. Los trabajos tedricos se complementan

con mediciones experimentales, a fin de ajustar y validar los modelos desarrollados.

Se presenta una revisién general de la bibliografia sobre los fenémenos de inversién
de fases, tanto en sistemas tradicionales (organicos-acuosos) como poliméricos. Se analiza
criticamente lo observado experimentalmente por diferentes autores y se busca generalizar
los aspectos fisicos del fenémeno. Con la informacién obtenida del andlisis bibliografico se
estudia la posibilidad de producir modelos de inteligencia artificial que sean capaces de com-
prender la estructura subyacente de los datos experimentales, y predecir puntos de inversién
a partir de condiciones operativas. Al mismo tiempo, se busca entender las reglas fisicas
por las cuales se rige el fendmeno de inversion, para poder ayudar a comprender mejor lo

observado para el caso de HIPS.

Finalmente se presenta un desarrollo tedrico, basado en una técnica de balances pobla-
cionales, para predecir el momento de ocurrencia de la inversiéon de fases para diferentes
condiciones de reacciéon. Se combina este modelo con los resultados de modelos cinéticos
ya validados, de manera que tanto los aspectos fisicoquimicos (composiciones, voltimenes de
fase, viscosidades, pesos moleculares medios) como los fluidodindmicos (velocidades de co-
alescencia y de ruptura de particulas) puedan ser acoplados para seguir la evolucién de las

caracteristicas de la fase dispersa a lo largo de la reaccion.



Abstract

Styrene polymers are high-volume, low-cost engineering thermoplastics frequently used in a
variety of applications. A widespread commercial production route is that of bulk radical
polymerization. In particular, if the styrene polymerization is carried out in the presence of
a rubber (polybutadiene or some butadiene copolymer), a material with better mechanical
properties called High Impact Polystyrene (HIPS) is obtained. This material, made up of
a polystyrene matrix and dispersed rubber particles, is suitable for use in applications with

frequent exposure to collisions (toys, electronic components, packaging, etc.)

The mechanical properties that make this material highly interesting are closely related to
its morphology, which is a direct consequence of a complex phenomenon known as phase in-
version. This process takes place during the initial stages of the polymerization. The styrene-
polystyrene-polybutadiene system initially separates into two phases due to the incompatibil-
ity between the two polymeric species: the continuous phase is a rubber-rich styrene solution,
while the dispersed phase consists of a styrene-polystyrene mixture. As the reaction proceeds,
the vitreous (dispersed) phase fraction increases to a critical point at which it can become
the continuous phase, leaving the rubber-rich phase as dispersed. During this process, some
glassy phase particles are trapped within the dispersed particles, generating different types

of morphologies.

Due to the crucial relationship between the size (and shape) of the dispersed particles
and the final properties of the material, predicting its morphology from recipes and reaction
conditions is of high industrial interest. To this end, understanding the phenomena that
influence phase inversion is of vital importance, if developing a tool capable of predicting this

key moment is sought.

In this thesis, the phenomenon of phase inversion is studied from a qualitative, theoretical
and experimental point of view. The general objective is to contribute to the understanding of
this fluid- and thermodynamic phenomenon in its particular application in the case of HIPS.
The aim is to develop a physical-mathematical model capable of predicting the point of phase

inversion during the reaction from the reactor conditions. Among the different alternatives,



approaches based on the rheological evolution of the reaction mixture and others based on
the fluid dynamics of the dispersed system are explored. Theoretical work is complemented

with experimental measurements, in order to adjust and validate the developed models.

A general review of the bibliography on the phase inversion phenomenon is presented,
both in traditional (organic-aqueous) and polymeric systems. Experimental observations
informed by different authors are critically analyzed and the physical aspects of the phe-
nomenon are generalized. With the information obtained from the literature analysis, the
possibility of producing artificial intelligence models that are capable of understanding the
underlying structure of the experimental data and predicting inversion points based on oper-
ating conditions is studied. At the same time, this seeks to understand the physical rules by
which the inversion phenomenon is governed, in order to better understand what is observed
in the case of HIPS.

Finally, a theoretical development is presented, based on a technique of population bal-
ances, aiming to predict the phase inversion point for different reaction conditions. This model
is combined with the results of already validated kinetic models, so that both the physico-
chemical aspects (compositions, phase volumes, viscosities, average molecular weights) and
the fluid dynamics (coalescence and particle rupture rates) can be coupled to follow the

evolution of the characteristics of the dispersed phase throughout the reaction.
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Chapter 1

Introduction

“I never had to choose a subject - my

subject rather chose me”

Ernest Hemingway

1.1 Styrene and its derivatives

Styrene (St, also known as phenylethene, vinylbenzene or cinnamene) is a colorless, gritty
compound that is the simplest form of the unsaturated aromatic monomers. It is employed
mainly in the polymerization processes of a variety of plastics, including Polystyrene (PS) in
the form of General Purpose Polystyrene (GPPS), Expandable Polystyrene (EPS) and High-
Impact Polystyrene (HIPS); Acrylonitrile-Butadiene-Styrene (ABS) copolymers; Styrene-
Acrylonitrile (SAN) resins; Styrene-Butadiene Rubbers (SBR) and Styrene-Butadiene Latex
(SBL); and Unsaturated Polyester Resins (UPR). In 2017, the worldwide consumption of
styrene raised to 29.4 million tons [1]. Its total market value reached USD 44.3 billion in
2019, declining at an annual rate of 1.29% since 2015 [2] due to the increasing environmental

concerns around the plastic industry.

Altough it may be found in a natural resin, it is obtained industrially by dehydrogenation
of ethylbenzene (Figure 1.1), which is produced from benzene, or as a by-product in the
production of propylene oxide. The manufacture route using ethylbenzene consumed about
half of the commercial benzene in the world during the late 1990s [3]. The available manu-
facturing technologies are able to produce St with a purity of around 99.8-99.95%, but show
some disadvantages, including high energy consumption in the form of superheated steam,
low single-pass conversion (high recycling rate) and inefficient separation between styrene
and ethylbenzene [4]. Improvement in reactor design and operating conditions showed that

low conversion may be overcome without compromising styrene selectivity [5], especially with
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selective membranes [6, 7).

— + H,

FIGURE 1.1: Dehydrogenation of ethylbenzene to produce styrene.

Most of the styrene produced worldwide occurs in facilities that use licensed technologies,
since the available patents are held by a small group of companies. The volume market share
in 2019 is shown in Figure 1.2 [8].

Global Styrene Production Capacity in 2019
9%

2%

18%

54%

I Asia [ 1Europe I Middle East
[ North America [ South America

FIGURE 1.2: Distribution of St production capacity per region as in 2019. [8]

Several compounds related to St have been synthesized over the years, most of them
referred to as styrenic monomers due to the presence of the vinyl group. These compounds
are usually used in the production of special polymers, often too expensive to be large-scale.
The most important among this family are vinitoluene, p-methylstyrene, a-methylstyrene,

divinylbenzene and 4-tert-butylstyrene [3].
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1.2 Polymers of styrene

The volume market of St polymers by product type is shown in Table 1.2, where the versatility
of the polystyrenes family can be inferred. This polymer is easily extruded and molded,
which makes it suitable for manufacturing a variety of products, from commodity plastics to
engineering polymers. Polystyrene (in all its forms) is the most important product of this
vinyl monomer, as it is used in a large number of applications. The global PS market was
worth USD 42.7 billion in 2019 [9], with a total production capacity of 14.7 million tons in
2016, distributed per region as shown in Figure 1.3 [10].

Polystyrene plastics can be used for extrusion molding or injection molding, depending on
the application. Combining PS with a suitable resin produces different specialized polymers.
Table 1.1 offers a comparison of the quality variables of the main polymers of styrene for

injection molding.

Filled Standard Super

Property PS SAN pPS* HIPS ABS ABS
Specific gravity 1.05 1.08 1.20 1.05 1.04 1.04
Vicat softening 96 107 103 95 103 108
point (°C)
Tensile yield
(MPa) 42.0 68.9 131 29.6 41.4 34.5
Elongation at 1.8 3.5 15 58 20 60
rupture (%)
Young's modulus 4, 7 3790 7580 2140 2070 1790
(MPa)
Impact strength
(notched Izod, 21 21 80 134 267 428
J/m)
Rela.twe‘ case of Excellent Excellent Poor Excellent Good Mediur-
fabrication Good

* Glass-filled PS

TABLE 1.1: Main properties of different styrenic polymers for injection molding. [3].
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Product Demand (%)
Polystyrene 64
Acrylonitrile-Butadiene-Styrene 9
Styrene-Butadiene Latex 7
Unsaturated Polyester Resins 5
Styrene-Butadiene Rubbers 4
Others 11

TABLE 1.2: Volume market of styrene polymers by product type [3].

Global Polystyrene Production Capacity in 2016
3% 1%3,,
0

4%

16%

55%

I Asia [ Europe [ IMiddle East [l Rest of the world
I North America [ |South AMerica [ Africa

F1GURE 1.3: Distribution of PS production capacity per region as in 2016. [10]



1.2. Polymers of styrene 5)

1.2.1 General Purpose Polystyrene (GPPS)

General purpose polystyrene, also knwon as standard polystyrene, crystal polystyrene or
styrene homopolymer, is the most common type of PS in the market. Its glass transition
temperature is 100°C and, below this temperature, the material shows good dielectric prop-
erties, a high refractive index, and reasonable chemical resistance to a variety of compounds.

This makes it a suitable material for a large number of applications [11].

Regarding its mechanical properties, GPPS shows a good tensile and flexural strength,
but is a brittle material and is therefore not used in objects that are frequently exposed
to collisions. Thus, the application fields include packaging (it is FDA compliant), optics,
healthcare, consumer goods, etc. Quality product variables include stiffness, gloss and hard-
ness [12].

1.2.2 Expanded Polystyrene (EPS)

Expanded polystyrene is obtained by addition of a blowing agent (originally, methyl chloride)
during the polymerization process. The product is extruded into foams, which are then cut
into different shapes depending on the application. Foamed polystyrenes are low-cost, good
insulators (thermal conductivity is less than 0.05 W/mK) and suitable for certain packaging

applications due to its low density (between 10-26 kg/m3) [13].

In recent years, EPS waste has been tested as an additive in concrete (mixtures of cement
and other compounds) with the goal of improving thermal insulation of the material, reducing

the environmental impact of the circulating plastic waste [14, 15].

1.2.3 Poly(styrene-co-acrylonitrile) (SAN)

The acrylonitrile copolymer with styrene represents the second largest styrenic copolymer
consumed (by volume) [16]. It is used in applications needing a better chemical resistance
and mechanical strength compared to GPPS [3]. Applications include medical and dental

light diffusers, autoclave devices, cosmetics, battery casings, and other consumer goods [17].

A typical composition is around 70-80% styrene and 20-30% acrylonitrile [18], which is
suitable for most injection-molded articles. There is also a smaller, but growing, fraction of
the market that uses 60-85% acrylonitrile to produce barrier plastics with low gas permeability
[19]. Most of SAN copolymers (around 85%) are employed, however, in the production process
of ABS, in which SAN is the matrix component [19].
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The global market of SAN resins was worth USD 2 billion in 2015 and is forecasted to
reach USD 2.84 billion in 2024, at an annual rate of 4% [18].

In the research and development field, SAN has ben recently tested as an adsorbant of

copper ions, which opens the door for an application in water treatment [20].

1.2.4 Acrylonitrile-Butadiene-Styrene (ABS)

ABS is a thermoplastic heterogeneous material that consists of a poly(styrene-co-acrylonitrile)
matrix with butadiene-based elastomer particles. ABS is frequently produced by adding
an emulsion-made rubber into a SAN matrix, or by dissolving the rubber in a styrene-

acrylonitrile mixture and polymerizing in bulk [21].

This material shows high toughness and high rigidity, and it is the result of a good
adhesion between the polymer phases [22]. The dispersed rubbery phase lends its elasticity
to the material [23]. Many of the good properties of this material are influenced by the
composition of the matrix. Table 1.3 shows a summary of common ABS matrices and the

properties that result in the final material [21].

The global ABS market was estimated at USD 23.09 billion in 2016, with a projected
annual growth of 7.1%. Its main application is in the automobile industry, since it accounts

for approximately 12.5 % of the total plastics used in a passenger car [24].
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Weight % .
Matrix Chemical Ty irellgABS ¢ Softening Other
component  construction (°C) blend point (°C) properties
decrease in
9 AN thermostability
SAN random 80-65:35-20 115 95-50 104 at hlgh‘ .
acrylonitrile
contents
aMS-AN-S aMS:S:AN
random 45:35:20 ) 95-50 108-110
aMS-AN ) ) depolymerization
random oMS:AN 70:30 128 95-50 117 begins at 280 °C
toughness is
aMS-AN aMS:AN 70:30 140 95-50 130 lower than with
sequence random
copolymers
random
terpolymer
S-AN-NPMI S AN:NPMI 140 95-80 130
67:28:5

S = styrene; AN = acrylonitrile; aMS = a-methylstyrene; NPMI = N-phenylmaleimide

TABLE 1.3: Properties of common ABS matrices [21].

1.2.5 Styrene-Butadiene Rubbers (SBR)

Styrene-butadiene rubber is the styrenic copolymer most produced in the world [16, 25]. It is
manufacutred mainly by emulsion polymerization. A typical composition of SBR is 23-25%
St and 75-77% butadiene [26]. The material has been replacing the use of natural rubber
since World War II, and is currently the largest volume synthetic rubber [27].

If processed as a latex (in emulsion form), the copolymer presents a higher ramification
degree, and is used in painting coatings, coated papers, adhesives, non-woven fabrics or
backcoating of carpets and other textiles [25]. Otherwise, the copolymers are blended with
PS to achieve a material with improved flexibility and optical properties. Some of the block

copolymers are thermoplastic rubbers, showing a good flow at elevated temperatures [3].

The global market of SBR is valued at USD 8 billion and is expected to grow at an
compound annual rate of 6% during the period 2019-2025. Of all the possible applications,
the tire industry for automobiles gathers 68% of the market [28].
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1.3 High-Impact Polystyrene (HIPS)

HIPS is a reinforced engineering plastic that is obtained by polymerizing St in presence of
a rubber (polybutadiene, PB, or a copolymer of butadiene), typically at 6-8%wt. Its name
refers to the improved mechanical properties compared to GPPS, as shown in Table 1.1.
HIPS is commonly used in consumer goods that are often exposed to collisions, such as toys,
cell phones and electronic devices, but also in medical equipment, packaging, etc. Its market
is expected to grow at a 6.8% for the 2017-2023 period [29].

This material consists of a PS matrix that contains dispersed rubber particles which, in
turn, may contain occluded PS droplets. It is the presence of these rubbery particles that
lends its enhanced quality variables to the material [22, 30]. Such properties depend not only

on the reaction recipe and the operating conditions, but also on the technology used [31].

1.3.1 Manufacturing process

The industrial manufacturing process of HIPS consists of four stages:

1. Dissolution
2. Prepolymerization
3. Finishing polymerization

4. Devolatilization

In the dissolution step, rubber and styrene are mixed in the desired proportion until a
homogeneous mixture is obtained. This is usually achieved at a temperature between 50°C to
70°C [32] since, although spontaneous, it is a kinetically slow process. Solvents (mineral oil,
toluene or ethylbenzene), antioxidants and other additives are also dissolved in the mixture
[33].

The prepolymerization step is developed in one to three continually stirred tank reactors
(CSTRs), which are usually equiped with anchor-type or other similar stirrers, suitable for
viscous mixtures. If performed in solution, the apparent viscosity decreases and have a better

control of the reaction temperature is achieved.

Since most commercial plants produce HIPS by radical polymerization [11], chemical
initiators are also added in the prepolymerization stage. These may be either mono-, bi- or

trifunctional depending on the desired combination of molecular weights and polymerization
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rates [34]. Benzoyl peroxide (BPO), tert-butyl peroxide (TBPO), 1,1-di(tert-butylperoxy)-
cyclohexane (L331) and 2,2-azobisisobutyronitrile (AIBN) are some of the most common
initiators used. In this stage, which is usually designed to operate at 90-120°C, monomer
conversion reaches 30% approximately, which ensures that the dispersed phase is a solution
of rubber in styrene that already contains the occluded vitreous phase [35]. The mixture

emerges out of the reactor with the desired morphology.

The finishing polymerization stage proceeds at a higher temperature (140-170°C) and
without agitation - to avoid modifying the developed morphology and because of the high
viscosity of the mixture - until a typical conversion of 75% [32]. This step is usually conducted

in plug flow or tower reactors, which do not require stirring.

The final devolatilization stage separates the remaining monomer and oligomers (and
solvent, if present) from the polymeric melt, usually at 200-220°C and 14-18 mmHg [36].
Monomer is recycled back to the prepolymerization reactors and the final material is then

cooled and pelletized.

A typical flow diagram of the entire process is shown in Figure 1.4.

Recipe (except initiator) Initiator 15t
S
tubular Unreacted
reactor St + solvent
cO cO 1 1
1t CSTR 2nd
2nd CSTR -
Dissolver cO tubular Devolatilizer
Feed tank reactor \|j
HIPS

FIGURE 1.4: Process flow diagram of a typical HIPS industry (adapted from [32]).

1.3.2 Material morphology

The size, shape and number of occlusions in the dispersed particles are tightly related to
the improvement in impact strength and Young’s modulus [37], and a few works have put
forward those interrelations [38-41]. Table 1.4 shows a summary of the characteristics of
the dispersed rubber particles as a function of prepolymerization temperature, as found by
Chang and Takahashi [42].

As observed, the relationship between prepolymerization temperature and particle mor-
phology (number, size and properties of the occluded phase) is not straightforward. For the

conditions studied by these authors, there appears to be an optimum temperature condition
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Impact Dispersed In-particle Particle
Temperature strength phase PB:PS size Morphology
(°C) (ft 1b/in) (%owt) (pm)
80 1 36 1:2.6 3-15 circular to
elliptical
85 2.6 24.3 1:1.43 1-2 spherical to
elliptical
90 1 29.5 1:1.95 0.3-2 mostly
elliptical
fairly
90-110 1 34 1:2.4 0.3-2 .
irregular

TABLE 1.4: Properties of the dispersed particles for different prepolymerization temper-
atures [42].

for which the impact strength of the final material is maximum. In their discussion, the
investigators observed no correlation between the polymerization temperature and the T of
the occluded PS. However, they did postulate that fewer PS occlusions would favour craze

initiation as the dispersed particles would appear more flexible.

Some authors have shown empirical evidence of the relationship between morphology and
operating conditions [43, 44], but few have developed predictive models to forecast quality
variables from reaction recipes. Depending on the size and number of occlusions, two types

of morphologies are usually obtained [45]:

e “Salami” morphology: large rubber paticles with several PS occlusions

e Core-shell morphology: small rubber particles with only one large occlusion

An example of each is shown in the transmission electron microscopy (TEM) images of
Figure 1.5. The core-shell particles are usually obtained when using a St-B diblock copolymer

during the synthesis, and yield a transparent material [46].
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%IV arese
& © 200

FIGURE 1.5: Typical morphologies of high-impact polystyrene: (a) salami [47], (b) core-
shell [44].

1.3.3 The phase inversion phenomenon

The typical morphologies of the material shown in Section 1.3.2 are the result of a phe-
nomenon known as the phase inversion (PI) process, by which the continuous phase becomes
the dispersed phase and vice versa. During the first stages of the polymerization, the mix-
ture of St-PB-PS separates into two phases due to the incompatibilty between the two sets
of polymers. At that point, the continuous phase consists of a solution of rubber in styrene,
while the discrete phase is a mixture of PS and monomer. As the reaction proceeds (under
strong agitation), the amount of PS produced reaches a point at which the vitreous phase
engulfs the rubber-rich phase, making it the dispersed phase and developing the morphology.

This process is not instantaneous, it usually proceeds through a co-continuous transition [44].

Figure 1.6, reproduced from Lee et al. [48], shows a scheme of the reaction path in a

quasi-ternary phase diagram.

Given that the produced particles are responsible for the improvement in the material’s
quality variables, the PI phenomenon is a key moment in the manufacturing process. The
ensemble of CSTRs is designed to reach a monomer conversion at which PI is sure to have
occurred, since predicting the exact moment at which it happens is still an unfulfilled chal-

lenge.

Even detecting the instant at which inversion occurs is quite complex. At present, one of

the most validated methods to observe such a moment is through the apparent viscosity of
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Passage of Reaction PS

FIGURE 1.6: Reaction path of the HIPS bulk polymerization [48]. Point A is the original
St-PB mixture; B is the phase separation point and C is the co-continuous sytem prior
to the PI point. SM stands for styrene monomer.

the mixture: since the vitreous (PS-rich) phase is usually less viscous than the rubber-rich
phase (at least within the industrial range of molecular weights [49]), the apparent viscosity
of the entire mixture decreases during the inversion period. An example of such a behavior
is observed in Figure 1.7, by Song et al. [50]. The curve reaches a local minimum at the PI

point and then increases again as the production of PS continues.

2.5

® 240 rpm
X 400 rpm

[\
T

=
wn
T

Phase inversion

Apparent Viscosity (Pa-s 10'1)

0 5 10 15 20 25 30
Conversion (%)

FIGURE 1.7: Decrease in apparent viscosity at the inversion point [50].

The main disadvantage of this method is that it is offline. Each of the measurements

presented in Figure 1.7 were carried out on samples taken out of the polymerization reactor. In
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consequence, in order to spot the inversion period accurately, samples need to be extracted at
the exact time. A methodology that overcomes this obstacle consists in measuring the power
consumed by the mechanical stirrer, which is tightly related to the viscosity of the mixture
and thus follows its same evolution. Figure 1.8 reflects this effect for different reactions, as
informed by Sardelis et al. [51]. Since the energy input may be measured continuously, the

detection of the inversion point may be more readily achieved.

30

28

26

24

Motor power input (W)

22

20

0 4 12 20 28
Styrene conversion (%)

FIGURE 1.8: Evolution of the energy consumption by the mechanical stirrer along the
reaction for different polymerization recipes [51].

The effective confirmation that phase inversion has occurred can be achieved by taking

transmission electron micrographs along the reaction, like the ones shown in Figure 1.5.

1.3.3.1 Phase inversion prediction

The phenomenon of phase inversion has been reported and studied over the past 70 years
and holds a significant industrial importance in several fields, not only in the HIPS man-
ufacturing process, but also in liquid-liquid extraction, heat control operations, micro and
nano-emulsification for controlled drug release and heavy oil transport in pipelines [52-54].
Yet, it is not a fully understood process and most of the published results are phenomeno-

logical and qualitative, especially in polymeric systems [55].

Few efforts have been conducted to develop comprehensive mathematical models to pre-
dict the PI point in the HIPS manufacturing process. Based on the origial work by Nauman
and He [56], Vonka et al. [57] developed a theoretical model that combines a thermody-
namic approach with diffusion-controlled mass transfer that simulates the growth of PS-rich
droplets undergoing spinodal decomposition. They include the effect of agitation by forcing

a shift of the concentration profiles along a random line of shear. Their work successfully
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simulates the formation of the occlusion morphology during the inversion process. However,
it lacks a predictive capability as it is not fully linked with the operating conditions of the

prepolymerization reactor. Some of their model parameters can also be questioned.

In line with the previous investigators, Alfarraj and Nauman also presented a model to
predict the formation of the occluded phase along the polymerization reaction [58], following
some of the same hypotheses. Their work was used as benchmark by Vonka and Kosek [59],
who developed a similar model but with some questionable parameter choices. Other authors
just consider that the PI point occurs at equivolume conditions (that is, when the PS-rich

phase has taken over 50% of the reaction volume) [60, 61].

Finally, some simple rheological expressions have also been developed to predict the PI
point, but are mostly used in polymer blends and have not been derived for this reacting

system [62]. A more detailed discussion on this matter is found in Chapter 2.

The lack of comprehensive mathematical models lies in the fact that this phenomenon
is strongly nonlinear and largely multivariate. The PI point may be influenced by several
aspects: phase viscosities, phase densities, stirring speed, vessel and agitator materials, inter-
facial tension (and the presence of surface-active components), and other geometric aspects.
The relative weight and effect of each of these variables on the phase inversion point is
discussed thoroughly in Chapter 2, with a special focus on traditional O/W non-polymeric
systems, from which relevant phenomenological information may be gathered. Most of the
empirical evidence regarding phase inversion points is found in batch experiments; the exten-
sion to continuously operated vessels or reactors is still an unresolved problem. Depending on
the reactor technology (CSTR, plug flow, tower type), phase inversion may occur at different
phase compositions. No models predicting this key moment in the continuous polymerization

of HIPS are currently available.

There is an underlying optimization opportunity in the HIPS industry related to the PI
point: since very few mathematical models can predict this key moment from polymerization
recipes and reaction conditions, the product quality variables (which are a consequence of the
morphology developed at the PI point) are difficult to correlate with the operating variables
in an accurate way. The manufacturing of taylor-made materials and the global optimization

of recipes remain therefore unfulfilled challenges.

1.4 Objectives

In view of the challenges described in the previous section, the main objective of this thesis is
to study the phase inversion phenomenon during the bulk polymerization of HIPS, both from

a theoretical and an experimental viewpoint. The development of a detailed mathematical
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model, capable of accurately predicting the inversion point from reaction recipes is considered

a central goal.

The specific objectives are:

1. To study the phase inversion phenomenon both in simple and polymeric systems, from

which useful insight may be gathered.

2. To build a predictive model of such systems using the advantages of machine learning
algorithms to validate the experimental evidence present in literature and put forward
the most relevant aspects regarding the mechanisms that influence the phase inversion

phenomenon.

3. To develop, adjust and validate a mathematical model to predict the rheological behav-
ior of the HIPS polymerizing mixture and use it as a tool to study the phase inversion

process.

4. To develop a theoretical model using a population balance technique to follow the
evolution of the particle size distribution of the polymerizing vitreous phase and aim

to predict the phase inversion point of the system.

The theoretical developments are supported with experimental work that is used to adjust

the mathematical models and validate their predictions.
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Chapter 2

The Phase Inversion Process

“Nothing endures but change”

Heraclitus

Any physical system consisting of two immiscible phases subject to constant stirring will
form a dispersion. That is, one phase will be suspended in the continuous medium of the
other. Dispersions and emulsions are frequently used interchangeably, but they do refer to
slightly different systems. In general, an emulsion requires the presence of a surface-active
component that is usually soluble in one of the phases, or locates itself at the interfaces so
that it may interact with both simultaneously. If agitation is stopped, this agent will be
able to stabilize the dispersed phase at a given particle size and a matrix/dispersed system
will not be lost at a short time scale (it will eventually demix, as it is kinetically but not
thermodynamically stable). A dispersion, on the other hand, is usually used to refer to
systems that will separate into two continuous phases immediately after stirring is ceased
[63].

Determining which phase will disperse in the other is not straightforward, since it is not
always the one in smaller proportion. It depends on several interacting variables: physical
properties (density, viscosity, interfacial tension), volume fraction, phase chemical compo-
sition, stirring speed, particle size and/or particle size distribution and, in some cases, the
geometry of the vessel where the dispersion is produced. This implies that, for any emulsion
or dispersion, changing one or more variables may result in a phase inversion process: the

mechanism by which the continuous phase becomes the dispersed phase and vice versa [64].

The phase inversion point usually refers to the volume fraction of a given phase above
which it can no longer be dispersed [65]. Since this phenomenon was studied, at first, mainly
for oil-in-water systems (or rather organic-in-aqueous), a large number of results were pre-
sented using the organic phase volume fraction, even when the aqueous phase is the dispersed

one.
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Increasing the dispersed volume fraction (¢g4) at a constant stirring speed may result
firstly in a co-continuous system and eventually in a phase inversion point, above which the
reversed system is obtained. This is especially the case of polymer blends and mixtures [62].
Most O/W emulsions, conversely, do not present such a behavior and proceed to invert almost
instantaneously when reaching a critical ¢4 [66]. In both cases, PI is achieved by varying the
phase volume ratios, which is known as a catastrophic inversion, owing to a suggestion by
Dickinson [67]. It is important to note that there are two ways of varying such volume ratios:
in a gradual, dynamic way (adding dispersed phase aliquots to an existing mixture) or in
separate steady-state batches. Some of the experiments conducted in the former way try to
keep total volume constant (by subtracting aliquots of the mixture) and others do not. Care
should be taken when results among different authors, since they may refer to completely
different scenarios. Comparing dynamic with steady-state experiments should also be done
carefully, since the effects present in the former may significantly differ from the ones observed
in the latter [68].

If surfactants are present in the system, there exists a different way to induce phase
inversion that does not involve changing the volume fraction of the dispersed phase: it consists
in modifying the affinity of the surface-active component for each phase. The idea behind
this type of inversion is based on Bancroft’s rule, which suggests that the continuous phase
is the one in which the surface-active component is more soluble. Then, a given emulsified
dispersion would prefer a certain morphology according to the affinity of its emulsifier; if
changed, this affinity would induce a transition to a non-preferred morphology, which is why

this type of PI is named transitional [69].

Phase inversion also occurs in systems other than O/W or W/O. Polymeric (oil-in-oil
or water-in-oil) emulsions also present this phenomenon, and some work has been developed
to address it [62, 70-72]. The physics that govern their dynamics are practically the same
than those of traditional aqueous-organic systems, which justifies the study of the latter for

simplicity. However, there are a few differences that are worth highlighting:

e Polymers are not pure compounds, but rather a collection of chains of varying lengths

that may interact differently with their surroundings.

e Due to their average molecular weights (notoriously higher than that of pure com-
pounds), their rheological behavior cannot be compared to simple liquids: they are
ofter non-Newtonian, and their apparent viscosity is much higher than that of tradi-
tional O/W systems.

e The inversion point in polymer-polymer systems is often achieved after going through
a co-continuous arrangement, in which it is not possible to distinguish which phase is

continuous and which is dispersed.
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In this Chapter, the phase inversion (PI) phenomenon is analyzed thoroughly from the
information available in literature, with the aim of discussing the current understanding of
the underlying mechanisms and the relative effect of each operating variable. This analysis

(which is published and available [73]) is performed both in simple and polymeric systems.

2.1 The Ambivalent Range

In any emulsion there is a range of volume fractions for which either one of the two phases
may be dispersed and stable [65], depending on how the mixture is prepared or initiated. This
is known as the ambivalent range, and much work has been developed to predict its limits,
i.e., the highest ¢4 for each phase that may be obtained before inversion. This hysteresis

effect is characteristic of all emulsions reported in literature.
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FIGURE 2.1: Ambivalent ranges for toluene(O)-water(W) (solid lines), CCl4(O)-
water(W) (dashed lines) and heptane(O)-acetonitrile(W) (dotted lines). Lines were
drawn from the data by Kumar [66] and Arashmid and Jeffreys [74]

Figure 2.1 shows typical ambivalence ranges, plotting the organic (or dispersed, depending
on the author) volume fraction at the threshold of phase inversion as a function of stirring
speed. Zone A is identified with oil-continuous systems, Zone B with water-continuous,
while Zone C represents the operating conditions where either phase may be the dispersed
one depending on how the process was started. While being the most widely spread range,
authors like McClarey and Mansoori [75] have also found an intermediate inversion curve
by preparing mixtures in a very specific manner. In general, the limits and span of this
ambivalent range are influenced by the size, shape and material of the vessel, physical fluid
properties (density and viscosity), stirring speed and interfacial tension [76]. These variables

are discussed in the following sections.
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2.1.1 Viscosity ratio

One of the most important variables that greatly influence the PI point is the viscosity of
each phase. A general rule found by several workers [65, 77-80] states that the tendency to
remain as the dispersed phase increases with viscosity. This is probably explained by the
attenuation of coalescence probability with increasing viscosity [81]. Coalescence and break-
up of dispersed particles are crucial aspects in determining the phase inversion hold-up and

will be discussed in more detail in Section 2.4.4.

As an example, Figure 2.2 - which has been plotted with the data in Selker and Sleicher
[65] - shows how more difficult (higher ¢g4) it is for a given phase to become continuous as
its viscosity increases. In some cases the phase viscosity is not as important as the ratio
of dispersed-to-continuous phase viscosities r, = %, since this addresses the difference in
viscous stresses developed at the interface. This affects the interface mobility under a given

shear condition and thus impacts the inversion process directly.
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FIGURE 2.2: Ambivalence diagram as a function of phase viscosity ratio [65].

By applying momentum balances to a planar interphase of two immiscible liquids, Yeh et

al. [77] suggested one of the very first phase fraction relationships at the PI point:

¢a  [na
1- (bd - Tlc (21)

where 74 and 7. are the dispersed and continuous phase viscosities respectively.

The authors, however, specified that a more accurate relationship would require finding
the exact plane near the interface at which shear would occur. Given the difference in

surface tensions between each phase, the shear plane would shift towards the interface and
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a correction was suggested to replace the viscosity of the phase of higher surface tension by
the viscosity at the interface. For example, if the continuous phase has a stronger surface

tension than the dispersed one, then Eq. 2.1 would become:

¢a_ _ [ nd
1- ¢d Nint

where 7;,,+ is the viscosity at the interface.

Note that the dependence of ¢4 with r in Eq. 2.2 reproduces satisfactorily the shape of
the upper limit of the ambivalent range in Figure 2.2, but predicts an equivolume inversion
for phases with equal viscosity. This is not always the case, as observed from the data in the
same figure, where the equivolume inversion occurs for a mixture with a viscosity ratio of 2
(although the experiments there reported do not keep total volume constant and are thus not
directly comparable). On this same line, McClarey and Mansoori [75] prepared a mixture with
equal phase viscosity and noted not the upper nor the lower but the intermediate inversion
boundary was located at the equivolume conditions for all stirring speeds. This suggests
that, in the absence of phase viscosity difference, other effects play a part in determining the
maximum dispersed volume fraction of a given system. Early authors [65, 75] had ruled out
interfacial tension, but later work proved that it may be of considerable importance, as it is

discussed in Section 2.1.4.

In a theoretical investigation, Yeo et al. [78] found similar results with binary systems;
yet, they suggested that surfactant-coated interfaces in systems with r;,, < 1 may suppress the
viscosity ratio effect on phase inversion due to Marangoni stresses. In the absence of viscous
effects, all emulsions with low viscosity ratios and sufficiently laden interfaces would invert
almost at equal phase volumes. For higher values of r;, the authors predict similar trends to
other workers’ [65, 77].

In polymeric systems, in which viscosity depends on the molecular weight distribution of
each species, several phase volume and viscosity ratio relations have been suggested at the
inversion point, or at least at the beginning of co-continuity. In such systems it is common to
observe a co-continuous transition before phase inversion takes place [82]. In polymer blends
(i.e., not in presence of monomer or solvent and in a non-reactive system) at low shear rate,
the work by Jordhamo et al. [62] suggests the following relationship for predicting the onset

of a co-continuous system:

Pa _ Nd
1- @d B Ne (23)

This expression has been evaluated successfully in some polymeric two-phase systems
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with minimum grafting extent (polyester-urethane/polystyrene, polyamide/polypropylene,
polystyrene/polybutadiene) under low shear conditions, but has failed to produce accurate
results in other blends, such as the propylene/ethylene-propylene rubber and other rubber
blends prepared by Ho et al. at higher torques [83]. These authors suggested a modified

version of Jordhamo’s equation for a better fit of their results:

94 _ 199 (”)029 (2.4)
1 —¢q - Te .

where 74 and 7, are the shear stresses at the dispersed and continuous phases respectively.

Even if the shear stress ratio is preferred to viscosity, but the physical meaning still
holds. The 0.29-0.3 power of the viscosity ratio has also been suggested by Chen and Su [84],
Kitayama et al. [85] and Everaert et al. [86].

Miles and Zurek [82] have found good results using Jordhamo’s expression, but only
when evaluated at the in-situ shear rate when preparing the blend. Other investigators,
like Arirachakaran et al. [87], working on other systems (such as transport pipelines), have
found logarithmic dependences on the viscosity ratio. A summary of the available models
to calculate the PI point from the viscosity ratio is shown in Table 2.1 and compared in
Figure 2.3. Some of them are empirical correlations and others are theoretical derivations or

simplifications from emulsion rheological models.
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FI1GURE 2.3: Comparison of predicted PI points with viscosity ratio. For simplification,
the stress ratio was considered equal to the apparent viscosity ratio when necessary.
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Whether in polymer blends or in O/W systems, the phases that were used in the validation
of these expressions consisted essentially of pure, immiscible compounds. They have not
been investigated under the presence of a third substance that is miscible with both phases
simultaneously, as could be the case of a solvent or of a reacting monomer in a heterogenous

polymerization.

There seems to be two distinct families of curves: a log-linear and a sigmoidal type.
Near the isoviscous point, all curves predict inversion points near the equivolume scenario.
However, it does not seem appropriate to plot the experimental points on top of this figure,
since each point is usually produced varying not only the viscosity ratio, but also (inevitably)
one or more other properties that might affect the inversion process. Moreover, the inversion
point as per these equations is independent of which phase is dispersed and which continuous,
a fact that would yield a symmetric ambivalence range, contrasting with the experimental
findings have shown that this is not the case [65]. Thus, these models should be used carefully

or coupled with extra terms that take into account the effect of other variables.
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Model Author Physical system
Pa M Jordhamo et al. PS/PB.
1—¢a  ne [62] Castor oil +PS-U/PS
P 0.5 O/W (Nitrobenzene,
1 _ — <77d> Yeh et al. [77] benzene, cyclohexanol,
¢ e etc. in water)
Y 7\ 0
- =122 —= Ho et al. [83] PP/EPR. PS/SBR
— Pd Tc

ba 7a\"?
1—¢g b2 <Tc>

Chen and Su [84]

PPS/PE

% _gggr ()
1_¢d_ ' Tc

Kitayama et al.
[85]

Nylon 6/SAN

¢a (T4 03
1—¢d_<7c>

Everaert et al.
[86]

PP/(PS/PE)

. 0.1108
¢q = 0.5+ log <d>

Arirachakaran et

W/O systems for which

Ne al. [87] ng = 1 cP and [n.] = cP.
1
¢a=1-— 11 R Metelkin and Polymer blends in
d 2 Blekht [88] general
F=1+225log (%) +1.81 <log (%d))
5/19 EPDM/PB.
¢a = 0.5+ log (nd> Utracki [89] Polymer blends in general

Nd

3/25
bq = 0.52 + log (’”)
Nd

Steinmann et al.

[90]

PMMA /PS.
PMMA /P(SA)

TABLE 2.1: Models for the phase inversion point as a function of viscosity (or viscous

stress) ratio.
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2.1.2 Stirring speed

For continually stirred batch vessels, agitation speed presents different effects depending on
the mixture. A large number of systems are reported in literature and have been studied
for several decades; yet, it is troublesome to compare results from different authors due to
the difference between the operating variables. Increasing agitation favors phase inversion
(meaning that it occurs at lower values of ¢4) in many dispersions inverting from O/W to
W /O, while delays it in the opposite case; but there are several exceptions too [91]. Besides,
not all organic phases present the same physical properties. In some cases, if the dispersed
phase is less viscous than the continuous one, agitation helps phase inversion; but then again,
this does not hold for all systems. Kumar [66] suggested an explanation for these discrepancies

based on the electrostatic repulsion forces driven by a difference in dielectric constants.

A general trend that is satisfied by all dispersions is the asymptotic value of phase volume
fraction at the inversion point with increasing stirring speed. This was first observed by Quinn
and Sigloh [64] and further shown in other experiments [75, 92-96] in both batch and flow
vessels. They suggest the following dependence with power input (Wp):

¢a = ¢o + % (2.5)

where k is a constant that only depens on sytem properties. The power input may be
related to the agitator speed, n, in a stirred baffle tank of diameter D7 through the power

number, Np:

P = Npp.nD5 (2.6)

The power number is a function of the Reynolds number and is a chracacteristic of a given
vessel. The assymptotic value of Eq. 2.5 suggests that, in extremely turbulent conditions

there is a controlling mechanism that allows PI to take place only at a given composition.

2.1.3 Phase density difference

Very few studies aiming to determine the impact of the phase density difference have been
developed. Some authors [65, 75, 76] argue that it plays a minor role on phase inversion and
it is only important at low stirring speeds, when large density differences make dispersions
more difficult to achieve (i.e. require higher energy inputs). Some other investigators [92, 97]

suggest that a large density difference favor phase inversion because it increases local relative
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velocity and therefore, the shear stress to which the system is subject to. This, in turn,
promotes droplet breakage and interfacial area is substantially increased. However, enhanced
breakage is not necessarily a promoter of phase inversion. Yeo et al. [78] observed that the
tendency to invert was indeed increased at higher density differences if the dispersed phase

was organic, but found the contrary in the opposite case.

Phase density may also affect the inversion characteristics of a system through wettability
effects. For a dispersed phase to become in contact with an impeller blade, it must hold a
larger density than the continuous phase [98]. Only then the droplets may reach the impeller
by inertial impaction and form a thin film at its surface (rather than staying as a drop). This
changes the breakage processes near the impeller region and can alter the critical ¢4 for that

phase.

2.1.4 Interfacial tension

At the interface of two immiscible liquids the difference in surface tension yields a stress known
as interfacial tension (7). Surface and interfacial tension are sometimes mistaken as equal,
and many empirical correlations are expressed in terms of the former, while physical evidence
suggests that it is the latter that exerts a greater effect on the inversion characteristics of a

given dispersion.

Particularly in oil/water and oil/water/surfactant systems (the case of emulsions), there
have been reports, since the original research by Cayias et al. [99], that there exists a given
composition or formulation that yields markedly low interfacial tensions. As an example,
Figure 2.4 - which was built with the data from Morgan et al. [100] - shows the case for a
0.2%wt aqueous solution of Witco 10-80 petroleum sulfonate (and 1%wt NaCl) with different
organic phases. It is seen that interfacial tension reaches a minimum with n-heptane. In
the emulsion world, this behavior gave rise to the so called “optimum formulations” [101],
in which the surfactant or surfactant mixture is chosen in both structure and concentration
to provide such ultra-low tension values (of utmost interest in the enhanced oil recovery

processes).

A similar trend has been reported when varying salinity [102] or temperature [103—106].
In the latter case, probably the most renowned, there exists a critical temperature at which
interfacial tension reaches a minimal value, usually sharply, and in a range of 0.1°C-2°C

depending on the surfactant [104]. This aspect is further discussed in Section 2.2.
Effect on phase inversion

It is generally assumed that interfacial tension is a symmetric property, in the sense that

an O/W dispersion bears the same interfacial tension than a W/O. This would lead to the
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FIGURE 2.4: Interfacial tension of petroleum sulfonate aqueous solutions with different
organic phases [100].

conclusion that for a system with phases of equal physical properties, PI occurs at the same
volume fraction for both phases at a given stirring speed. This is not, unfortunately, the

usual case as other factors must be considered, which are discussed in Section 2.5.1.

Few studies aiming to isolate the effect of interfacial tension on the phase inversion holdup
have been published. According to Clarke and Sawistowski [107] and Kumar et al. [92], a
system with lower interfacial tension should be less likely to invert. The span of the ambivalent
region should be therefore wider. However, results by Reeve and Godfrey [94] challenge that
idea. They prepared two O/W dispersions almost identical in viscosity ratio and density,
but with a 50% difference in interfacial tension. Their results indicate that the system with
lower ~ finds it easier to invert from O/W to W/O but harder in the opposite direction. The
work by Norato et al. [76] seems to support these findings but their systems presented a 25%
disparity in phase density difference, and their batches were not performed under constant
volume conditions. The theoretical model derived by Hu et al. [79], based on a population

balance in a two-region vessel, agrees with those results.

If interfacial tension is associated with stress due to incompatibility, a minimization of free
surface energy could be expected at the PI point. This would reflect the natural need of the
system to invert. However, by measuring interfacial area, Clarke and Sawistowski [107] and
Luhning and Sawistowski [108] found that a minimization of the interfacial energy happened
only when inverting from W/O to O/W but not in the opposite case. Consequently, they
postulate that phase energy minimization is not a criterion for phase inversion. Norato et
al. [76] suggest that the lowering of v would promote drop breakage, which would diminish

coalescence rates and thus hinder phase inversion.

It would seem that the lowering of interfacial tension produces two opposing effects that
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may either delay or promote PI, depending on the emulsion type. On the one hand, the
compatibility enhancement would favor the transition to the inverted system; on the other
hand, the increase in particle breakage rate may stabilize the configuration and delay the

inversion.

2.1.5 Geometry and vessel material

It has long been reported that the way agitation is started may affect phase inversion [97].
Investigators have reported a wide variety of, sometimes opposing, results regarding impeller
design, impeller height and position, stirring speed and vessel geometry [63-65, 76, 94, 96, 107,
109]. For example, if the impeller is equipped with baffles, the ambivalent range widens. A
given impeller type may promote PI of O/W but delay it for W/O dispersions. The impeller-
to-vessel diameter ratio also presents different results on either limit: increasing the ratio
may promote or delay PI, or not have a consequential effect at all. For this reason, results
from different authors are sometimes difficult to analyze quantitatively. A thorough research
on this subject was conducted by Deshpande and Kumar [96] some years ago. Regarding the
material of the vessel (and/or impeller), it has been found to have an effect on PI due to
wettability effects [92].

In the case of the PI during the polymerization of styrene in presence of polybutadiene
(HIPS manufacturing process), Freeguard and Karmarkar [110] have outlined several criteria

that should be examined when designing the agitation system.

2.2 Effect of surface-active components on phase inversion dy-

namics

In emulsified dispersions, surface active species are commonly found at the interface between
the dispersed and the continuous phases. This is usually because these species are somewhat
miscible in both phases. In O/W (or W/O) emulsions, the emulsifiers usually present a
hydrophilic head and a lipophilic tail, thus making the O/W interface a suitable place for the
surfactant to accumulate. Traditionally, these molecules contain a carbon chain long enough
to be the oil-soluble part. However, in recent years, the use of polymers as surface-active
components has increased significantly [111-116], since their structure can be tailored to

provide a target amphiphilicity.

How hydrophilic and how lipophilic an emulsifier is, comes represented in the hydrophilic-
lipophilic balance or HLB, and its effect on phase inversion is well discussed by several
investigators [78, 117, 117-119].
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The role of emulsifiers in PI processes seems critical. Merely changing the affinity of an
emulsifier for a given phase may lead to a phase inversion. Wade et al. [120] suggested that
phase behavior could be a consequence of the differences in the chemical potentials between
each phase, an idea later summarized in a parameter coined Surfactant Affinity Difference
(SAD) [121]. The value of this parameter — which is a function of temperature, HLB, oil type
and salt concentration — indicates the structure of the emulsion, usually related to the Winsor

classification [122]. This categorization tabulates four possible O/W emulsions, namely:

e Type I. A water-soluble surfactant forms an O/W emulsion, which coexists with a

pure oil phae (surfactant-poor).

e Type IL. An oil-soluble surfactant forms a W/O emulsion, which coexists with the

aqueous phase (surfactant-poor).

e Type III. A middle-phase with surfactant-oil-water emulsion that coexists with both

an aqueous and an oil pure phases.

e Type IV. A single-phase micellar solution.

Consequently, modifying the SAD value for a given system may lead to an inversion
process. By definition, the SAD is the difference between the standard chemical potential
of the surfactant in the aqueous and organic phases. Thus, positive SAD values yield W/O
emulsions and the opposite if negative, provided that there is enough volume so that the
continuous phase is the expected one. The limiting case of SAD = 0 represents an unstable
system that is on the verge of inverting and is associated with an ultralow interfacial tension
value [123]. A similar parameter is the Hydrophilic-Lipophilic Deviation from the optimum
formulation (HLD), and is qualitatively used as equivalent to the SAD, although Salager et
al. [124] have pointed out that their relationship is actually given by Eq. 2.7 and depends

on a reference state.

SAD

The available calculation methods for HLD are only restricted to flexible interfacial films
[125]. As an example, Figure 2.5 shows an inversion map for cyclohexane-water emulsions
using nonylphenol ethoxylates (NPE) as surfactants, taken from Brooks and Richmond [117].
These emulsifiers, of the form of an aromatic head and a polyoxyethylene tail, may bare

different HLB values depending on the length of their ethoxide chains.

In their work, these authors modified the SAD parameter by changing the HLB of the

emulsifier at constant concentration (and temperature). The regions in the map show the
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FIGURE 2.5: Water-cyclohexane-NPE inversion map for different HLB values [117].

emulsion structure (for example, W/Om denotes a Winsor II emulsion with surfactant-water

micelles dispersed in an organic continuous phase) and their transition boundaries.

In a more recent work, developed by Acosta [126] and continued by others [127], the
phase inversion map for O/W /surfactant systems can be predicted by an equation of state
linking the HLD with the equivalent alkane carbon number (EACN) of the surfactant, and
the net-average curvature (NAC) of the interphase. This physical model can describe quite
accurately the structure of O/W or W/O emulsions as a function of surfactant concentration,

surfactant type and salinity.

Transitional inversion may also be achieved by only changing temperature, or pH if the
surfactant is ionic and may be hydrolyzed (for example following Maestro et al. [128]).
This changes the surfactant solubility on either phase, modifies the interfacial curvature and
may induce a spontaneous inversion at a critical temperature, known as the Phase Inversion
Temperature (PIT). Some examples of this inversion type can be found in the works by
Shinoda and Arai [129], Shinoda and Saito [130, 131}, Shinoda and Takeda [132], Parkinson
and Sherman [133], Dokic and Sherman [134] and Rao and McClements [135]. Figure 2.6
shows a qualitative evolution of interfacial tension as temperature varies. The structural
changes at the interface induce a spontaneous inversion to the reverse emulsion type, a concept
that was endorsed by Kabalnov and Wennerstrom [136]. Usually, at temperatures below the
PIT, the aqueous phase is continuous since the effect of the hydrophilic heads is stronger. For
example, for ethoxylated non-ionic surfactants, dehydration of the ethoxide chains is greater

at higher temperatures, which results in an increase in the molecule’s hydrophobicity [125].

Shinoda and Saito [130] assembled the PIT equivalent for the inversion map of Figure

2.5, and it is included here for illustration purposes in Figure 2.7.
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FIGURE 2.6: Qualitative evolution of emulsion interfacial tension with temperature.
Here, “D” stands for the “dispersion phase” [137].
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FI1GURE 2.7: Phase inversion map as a function of temperature for water-cyclohexane-
polyoxyethylene nonylphenylether. Surfactant load is 7%wt [130].

Emulsification by the PIT method has been largely used in traditional O/W systems, but
can also be employed as a polymerization route to produce materials of the micro- and even

the nano scale (see e.g. a recent work by Boscan et al. [138]).
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The fact that inversion may occur by altering chemical affinity (through temperature,
emulsifier structure or pH) sets the basis for a thermodynamic approach on phase inversion
phenomena. It is of no surprise then that several models aiming to predict PI points have
been proposed on phase equilibria and energy-minimization grounds, even for catastrophic
inversions [77, 79, 139, 140]. However, dynamic effects should also be considered since the

break-up and coalescence effects may change even with the emulsion preparation method [68].

The main physical action of an emulsifier is to stabilize the dispersion, reducing its interfa-
cial tension: by adsorbing at the interfaces, the contact surface between polar and non-polar
phases is reduced or avoided. Interfacial stresses are diminished because emulsifiers share
structural properties with each separate phase, and thus alleviate incompatibility forces.
This effect is well known to be asymptotical with surfactant’s concentration [141-143], which
is why they are only used in small amounts. Given that surfactants are usually found in the
form of micelles, the highest concentration after which v reduction is insignificant is known
as the critical micelle concentration (CMC) [144].

Figure 2.8 shows, as an example, the interfacial tension reduction of the toluene-water
system for different concentrations of sodium dodecyl sulfate (SDS) at several temperatures,
as per Saien and Akbari [145].

0 1 2 3 4
Surfactant concentration (10~* mol/1)

FIGURE 2.8: Effect of emulsifier concentration on surface tension [145].

Whether surfactants promote or delay phase inversion is still a matter of discussion, and
experimental results show different tendencies depending on the emulsifier type. On the one
hand, the interfacial tension reduction would produce a more stable system, which would
imply higher dispersed phase fractions to force PI. On the other hand, if the emulsifier is
more soluble in the dispersed phase, an increase in concentration may favor coalescence (in

an effort to balance out the surfactant’s presence) and thus promote PI.
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Figure 2.9 and Figure 2.10, taken from Becher [119], show the effect of increasing emulsifier
concentration on the PI point of mineral oil-water systems. For O/W systems inverting to
W /O, the use of different Spans (sorbitan esters) favored the inversion as their concentration
was raised. Since these emulsifiers are oil-soluble, they seem to favor a W /O structure. In the
case of water-dispersed systems, the use of Tweens (ethoxylated sorbitan esters) also seem to

favor inversion as concentration is increased (although tendency is not always monotonical).
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FIGURE 2.9: Effect of Span concentration on PI of O/W to W/O systems. Values in
parentheses represent the HLB of the emulsifier [119].
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FIGURE 2.10: Effect of Tween concentration on PI of W/O to O/W systems. Values in
parentheses indicate HLB of emulsifier [119].

These results would indicate that increasing surfactant concentration favors PI. However,
if the “incorrect” emulsifier is used (for instance reversing Tween and Span in Becher’s exper-
iments), the opposite trend might be found. Groeneweg et al. [146] showed how increasing

the concentration of an oil-soluble emulsifier (a monoglyceride) delayed PI of a water-in-
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triglyceride oil system, as shown in Figure 2.11.

100

80 |
®
60

40 |

¢, at PI

20 | o

0 L L
0 1 2 3
Emulsifier concentration (%wt)

FIGURE 2.11: Delayed PI with increasing surfactant concentration for a W/O emulsion
[146].

These two sets of results would seem, at first sight, opposing (emulsifier promotes vs
emulsifier delays PI). However, they may actually refer to the same stabilization vs compati-
bilization effects: the chemical structure of each surfactant favors a given emulsion structure,
which may serve to either stabilize the dispersed phase or to promote an inversion, depending
on which phase is the dispersed one. Then, aiming to draw absolute conclusions about the
effect of the surfactant concentration on the PI point seems worthless if not coupled with a
view of its chemical structure. However, if the aim is to produce a target type of emulsion,
optimization of the formulation recipe may be achieved and has already been reported for

ionic [147] and non-ionic surfactants [148].

These previous considerations hold the following underlying assumption: surfactants ad-
sorb at the interface in a homogeneous way. When analyzed from a dynamical point of view
this is not always the case, since surfactants may gather irregularly around a dispersed drop,
thus producing a concentration gradient throughout the interface. This, in turn, generates
an interfacial tension gradient and a balancing force appears to counteract this difference:
a dynamic known as the Marangoni effect [107, 149]. These forces may have a significant
impact in the coalescence processes (which is discussed in Section 2.4.4.1) and may substan-
tially affect PI. A summary of the current emulsification techniques through phase inversion
mechanisms (catastrophic and transitional) can be found in Kumar et al. [150], who also
included the effect of solid surfactant particles (Pickering emulsions) which have been left out
of this thesis.

In polymer-polymer dispersions, copolymers are usually the surface-active species, since

they show the same partial compatibility effect than the O/W emulsifiers. The similar-
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ity between their respective interfacial roles can help to better understand the effect that

copolymers exert on PI.

Not as many examples as in O/W systems may be found in literature, but a few ex-
periments on polymer blends show evidence that the presence of copolymers modify (to a
greater or lesser extent) the inversion holdup, which in most cases represents the onset of
the co-continuous transition. Relevant examples are those by Deng and Thomas[151], Ad-
edeji et al. [152], Charoensirisomboon et al., [153], Kitayama et al.[85], Zhang et al. [154],
Dedecker and Groenickx [55], Epinat et al. [155] and Bourry and Favis [156] among others.
In polymer-polymer solutions, there are articles by Diaz de Leon et al. [157], Soto et al. [47],
and Fischer and Hellmann [61] on the PS-St-PB system.

If the copolymer’s role is comparable to that of a traditional emulsifier /surfactant, then
it would seem natural to study the effect of its structure and average molecular weight on
the phase inversion dynamics, as it would appear to be the polymer equivalent of the HLB
parameter in O/W emulsions. However, no advances have been reported on this matter so
far, to the author’s knowledge. The copolymers’ role in the PI mechanism is further discussed

in Section 2.5.

2.3 Emulsion rheology and phase inversion

Empirical phase inversion detection is usually achieved by monitoring a physical property that
suffers a sudden change at the PI point. It is the widespread case of electrical conductivity in
O/W systems. But it is not the only one: dispersion or emulsion viscosity may also change

dramatically during the inversion process.

Unlike most emulsion properties, which are in fact the continuous phase properties, emul-
sion viscosity is always higher than the continuous phase viscosity. This is due to the drop-
drop interactions that take place when the mixture is subject to shear. Van der Waal’s
attractive forces become significant when drops move past each other, which is the case in
any conventional rheometer. These interactions generate extra stresses that reflect on an
increase in the mixture viscosity. Then, the presence of a dispersed phase always makes the

emulsion more viscous [158].

From Einstein’s theory for dilute dispersions to Mooney’s equation and fractal theory,
a large number of models have been suggested to explain the rheological measurements in
dispersed systems, and have been summarized in Table 2.2. There is common ground between

all these equations:
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The higher the volume fraction of the dispersed phase, the higher the emulsion viscosity
[159].

For a given dispersed phase fraction, an increase in mean particle size results in a lower
emulsion viscosity if drops are considered soft (deformable) [160]. There is no particle

size effect on dispersion rheology if the dispersed phase consists of hard spheres [161].

A widening of particle size distribution results in a reduction of the system’s viscosity
[162].

In non-dilute dispersions, a higher phase viscosity ratio (r = 2¢) may result in an

TMe
increase of mixture viscosity [163].

If either phase exhibits non-Newtonian behavior, the overall dispersion is non-Newtonian
[164]. Yet, traditional Newtonian oil-water emulsions may exhibit non-Newtonian be-

havior at high dispersed phase fractions [160].

FElectrostatic forces, driven by surface charges or difference in dielectric constants, con-

tribute to increase overall viscosity [165].

According to the available correlations, dispersion viscosity should change at the PI point

since a system with a high concentration of dispersed phase is turned into one with low

concentration. If inversion takes place without a co-continuous transition, then an abrupt

change should be registered [158]. If a co-continuous system serves as transition from one

dispersion type to the other, then the evolution of the mixture viscosity should follow a smooth

transformation. This is the case of most polymeric systems, like the styrene-polystyrene-

polybutadiene immiscible mixture in the manufacturing process of high-impact polystyrene

[166]. An example is shown in Figure 2.12, taken from the work by Freeguard and Karmarkar
[167] on the HIPS bulk synthesis.
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FIGURE 2.12: Evolution of mixture viscosity with reaction time for HIPS bulk process
[167].

Other rheological properties also undergo similar changes at the phase inversion point. For
example, Omonov et al. [190] measured the storage modulus (E’) and the loss factor (tan (0))
in immiscible polypropylene-polystyrene blends with equal phase viscosity, as shown in Figure
2.13.

10

E’(MPa) (%)

10.2

40 60 80 100
PS content (%wt)

0 20

FI1GURE 2.13: Storage modulus and loss factor of a PP-PS blend as a function of PS
content [190].

In this sense, viscosity alone is not a factor contributing to cause phase inversion, but it
serves to identify it. Then, modeling its evolution holds a significant interest as it may serve

to predict this critical point.
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2.4 The PI mechanism

The physical mechanisms by which a dispersed phase may become the continuous one are
still under discussion. At least two big approaches are found in literature, as it is discussed

in what follows.

2.4.1 Coalescence vs break-up imbalance

The idea behind this mechanism is that, under constant stirring, dispersed droplets may
coalesce between each other but also be broken up by different external forces. If a given
volume of dispersed phase is added to a continually stirred, stable dispersion, coalescence
between the dispersed elements will readily occur, forming larger droplets. This, in turn, will
enhance the breakage frequency, and this coalescence-break up processes will lead to a new
steady state for the increased ¢4. However, there will be a critical dispersed volume fraction
at which the coalescence of large drops will occur at a much faster rate than that needed for
external forces to break up those larger particles. At that point, droplets will change shape
from spherical to cylindrical, lamellar and ultimately other complex structures, trapping (in
some cases) the continuous phase in the process. It is this imbalance between break-up
and coalescence that makes PI possible. In non-stirred systems, the works by Bremond et al.
[191], Kumar et al. [192] and Deblais et al. [193] have demonstrated, in different applications,

that enhanced coalescence is also the mechanism that causes phase inversion.

Research on this line has been conducted by Arashmid and Jeffreys [74], Bouchama et
al. [68], Groeneweg et al. [146], Hu et al. [52, 79], and Liu et al. [93], among others,
all focusing in traditional O/W dispersions. In polymeric systems, especially in the case of
polymer compounding and blending, this is also the usually suggested mechanisms as seen in
the works by Shih [194], Mekhilef and Verhoogt [195], Sundararaj et al. [196], and Kitayama
et al. [85]. An example of this mechanism in polymer-aqueous emulsions is presented in Zerfa
et al. [197].

As explained previously, the PI point may strongly depend on the emulsification method
(gradually adding dispersed phase to a mixture is essentially different from stirring a prede-
fined volume of two separate phases). On this matter, Bouchama et al. [68] have compared a
“direct” emulsification — in which organic and aqueous phases are mixed together at different

phase ratios — with a °

‘wash-out” method — by which dispersed phase is discretely added to
the continuous phase until PI occurs. Their experiments, in which PI points were observed
by conductivity measurements, are here reproduced in Figure 2.14 and show that the direct
method produces a much earlier inversion than the “wash-out” route. Their explanation

lies in a difference of the coalescence and break-up rates between each scenario, particularly
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affected by the formation of multiple emulsions in the direct emulsification case (see Section
2.5 for further details). It is important to note that most of the empirical evidence found in
literature deal with either one of the two methods, and this is one of the few works that have

reported the difference between each method for the same physical system.
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FIGURE 2.14: Phase inversion detected with different emulsification methods [68].

2.4.2 Energy minimization

This thermodynamic approach considers that the total system energy — that is, the sum
of its internal, kinetic and surface energies — should find a minimum value at the inversion
point. It originally finds its physical bases in the remarks by Luhning and Sawisotwski [108],
who consider that PI is a spontaneous process and must consequently be accompanied by
a total energy decrease. Counterintuitively, they have also observed partial inversions and
re-inversions in the moments prior to the PI point, as if the system needed to attain a certain
energy level in order to invert. This would indicate that there exist local energy minima prior
to the PI point that should not be considered as a criterion for inversion; it would rather be

the minimization after inversion.

These authors have also shown that interfacial area (and thus, interfacial energy) may
either increase or decrease after inversion, in contrast with the findings of Fakhr-Din [198],
who observed that it only decreases. This implies that surface energy minimization may not

be a valid criterion for inversion.
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In recent years, most models seeking to predict the PI point are based on a minimal total
energy dissipation [140] rather than just interfacial energy. Nonetheless, Yeo et al., [199]
on a theoretical model, suggested that minimization of interfacial energy could be used as
PI criterion because kinetic energy variations would be negligible compared to that of the
interface. In two-phase pipe flows, Brauner and Ullmann [200] suggested an equalization
of the surface energy of each phase as a criterion for PI, an idea also used in static mixers
by Tidhar et al. [95]. This mechanism has not been suggested, at least to the author’s

knowledge, for polymeric emulsions or blends undergoing PI.

In line with this energy minimization approach, some authors have suggested that it is
the mechanical properties of the interphase that must play the key role in the PI process
[136, 201] and suggested a “hole nucleation” model to represent the idea that continuous

phase becomes entrapped at the moment of inversion.

2.4.3 Interfacial zero shear

The approach in this case is to study the interface and all the acting stresses. It was postulated
by Yeh et al. [77], who suggested that, at the PI point, the shear stresses would balance out
and the dispersed phase would overcome the continuous one. It is the dynamic forces that
play a major role in this approach, which cannot unfortunately predict the hysteresis effect

and, therefore, the ambivalent range.

2.4.4 Drop breakage and coalescence processes in liquid-liquid dispersions

While there are different approaches for identifying the PI point, a combination of the ones
in 2.4.1 and 2.4.2 is possibly the closest to the real one. It is thus of interest to discuss the
coalescence and break-up mechanisms (as described in literature), with the goal of presenting

the most important concepts, variables and models that arise from their study.

In the past few years, several attempts have been made to deepen the understanding
of break-up and coalescence phenomena by combining computational fluid-dynamics (CFD)
and population balance models (PBM) [202-209]. In these works, the spatial dependencies of
the break-up and coalescence rates are incorporated by simulating the geometry in question
with a proper mesh and solving the equations with a finite elements method or similar. This
methodology results in a greater physical accuracy but demands higher computational costs.
An interesting trade-off has been recently developed by Castellano et al. [209], who have
solved the space-dependent equations through a probability density function of the energy

dissipation rate, thus avoiding the need of a CFD computation.
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2.4.4.1 Coalescence

Coalescence kinetics were first described by von Smoluchowski [189] and later continued by
Lawrence and Mills [210]. Their work was based on the trajectories of drops and neglected
particle-particle hydrodynamic interactions. They distinguished two possible regions: a rapid
coagulation and an ineffective coalescence region. In the former, all collisions between droplets
result in coalescence. Then, if a dispersion begins with Ny equally sized particles, then the

number of particles made up of r units of the original droplets at time t, is given by:

47 Reg® Not) !
Ny = Ny AT Rea D Not) - (2.8)
(14 47 Reg® Not)"

where R, is the equivalent radius of the emulsion droplet and ® is the diffusion coefficients

of the drops in the liquid.

If, on the other hand, collisions are not 100% effective, the authors suggest that a fraction
A of the form \. = Ae E/ET can be used to account the portion of collisions that do result

in coalesced drops. Then, Eq. 2.8 is modified to yield:

(AeATReg® Not) !
Ny = No - i
(1 + Acdm Reg® Not)

(2.9)

Based on Harper’s work, Howarth [211] derived the following simplified expression for
calculating the frequency of colliding drops (of equal diameter d) in a turbulent flow field,

Wed-

[ 240402 24¢pyn?

where u is the average Eulerian or Lagrangian turbulent velocity fluctuation and may be

approximated to n, the agitation speed, according to Gillespie [212].

Considering the number of collisions that result in coalescence, the A, factor was found

using gas kinetic theory:

(2.11)

—3w?
4n?

Ac = exp [

Thus, the overall coalescence frequency, w,, is given by:
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[24¢qN? —3w?
We = (Zcé exp[ 2 } (2.12)

where w represents the critical approach velocity above which the collision of two drops

will result in coalescence. Howarth indicated that it should depend on the dispersed phase
physical properties (surface tension, viscosity, density) and conducted a number of experi-

ments to find the following correlation [211]:

we = C1\/dpan*? exp [—522} (2.13)

which is one of the earliest expressions for drop coalescence frequency in the form of the
product between collision frequency and coalescence efficiency, i.e., w. = wegAe. However,

this “critical approach velocity” criterion is not the most popular for drop coalescence.

Another approach, by Shinnar [213], is based on mechanical grounds, suggesting that
coalescence could be prevented if the kinetic energy of the drops during a collision event is
larger than the adhesion energy that drives drops together. Then, by performing the necessary
balances, a minimum stable drop size above which coalescence is effectively prevented, can
be found.

Yet, the most widely accepted theory (dating back to Allan and Mason [214] and MacKay
and Mason [215]) explains that the fact that not all collisions result in coalescence is due to
the continuous phase film that needs to drain between the two colliding drops before the
drops interfaces collapse together. This mechanical process takes a given time, and drops
may separate due to the constant energy fluctuations in the surrounding field; thus, there
is a critical film thickness (hc) below which film rupture readily occurs. In this model, the
efficiency of the coalescence process (A.) depends on whether the particles are considered
rigid or deformable, and on the mobility of the interfaces [216]. Since the work by Ross [217],
it is widely accepted that the efficiency is of the form A\, = exp [~74./7,], where 74, is a film
drainage time and 7, a contact/adhesion time between the drops. Experimental evidence

that supports film drainage theory can be found on the recent work by Liu et al. [218].

Inertial effects may also affect collision frequency depending on the phase density dif-
ference: if the drops hold a larger density than the continuous phase, collisions are favored

compared to the opposite case [81]. It must be noted, though, that these effects only play
pevd
Ne

presence of electrolytes in the continuous phase also affects the collision rates, in particular

an important role if Regy = > 1, where v represents particle velocity. In addition, the

by hindering coalescence and stabilizing particles, as recently detailed by Besagni and Inzoli
[219].
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Sovové [220] combined the film drainage theory with an energy-based model, in which
the kinetic and interfacial energies of the drop are taken into consideration to compute the
efficiency of turbulent collisions. This was adopted by other workers, such as Chatzi et al.
[221] and Simon [222].

Several models to compute the collision frequency and the coalescence efficiency are avail-
able in literature [76, 81, 211, 223-233] and have been summarized here in Table 2.3 and Table
2.4. For the former, the dependency with particle volume is usually w.q o v/, although
some others exist. Figure 2.15 shows a comparison for some of the available equations for
Weq in a scenario with p. = 1000 kg/m3, Ne =1 cP, n =100 rpm, Dy = 0.5 m, ¢4 = 0.1 and
~v = 25 mN/m. This comparison is only illustrative as all equations contain an adjustable

parameter that is used to fit experimental data.

Wea(m?/s)
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FIGURE 2.15: Qualitative comparison of collision frequency of equal drops according to
published models as a function of particle diameter.

The differences between each curve shown lie on the set of hypotheses taken by each

author. The common ground between them is described in what follows:

e Drop diameters (d) lie within the inertial subrange, which is defined by L > d > 1,
where L is the length scale of the energy-bearing eddies (usually identified with the

length of the vessel or the impeller), and v is the Kolmogorov microscale (size of
ne3
pc3e
dissipation rate per unit mass, and 7. and p. are the viscosity and density of the

1/4
the smallest eddies), frequently calculated as ¢ = < ) , where € is the energy

continuous phase respectively.

e Droplets do not bear any particular electric charges that could modify coalescence rates

due to electrostatic repulsion.
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e Flow is isotropically turbulent.
e Energy is distributed uniformly throughout the vessel.

¢ Film drainage and contact times are random variables are only their average is computed

in the equations.

Some models incorporate a correction factor to account for an observed increase in collision
rates with an increase in dispersed phase fraction, usually explained by the loss of particle
free space [234-236].

Interface mobility and particle deformation were later incorporated in the mathematical
framework by several authors. Figure 2.16 shows a scheme of the concept behind interface
mobility and Figure 2.17, the idea of particle deformation, both taken from Simon [222].
An immobile interface refers to the case where the liquid immediately around the interface
moves with the velocity of the surface, where as a fully mobile interface cannot compensate
any shear stress and thus is allowed to move independently of the liquid surrounding it. A
partially mobile interface is naturally an intermediate case, frequently found in oil/water

Systems.

1]
VI

FIGURE 2.16: Deformable drops with different interface mobility: (a) Immobile interface,
(b) partially mobile interface, (c) fully mobile interface [222].

QQOQF

FIGURE 2.17: Difference in drop deformability: (a) Rigid drop. (b) Deformable drop
[222].

A detailed review on coalescence processes considering these effects is offered by Chesters
[81] and, more recently, by Vakarelski et al. [237] and Chan et al. [238], although their

approach is fluid-mechanics based and the set of equations become more complex to solve.
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The case for constant approach velocity (with both mobile and immobile interfaces) has been
investigated by Klaseboer et al. [239]. For gas-liquid systems, a recent investigation by Guo
et al. [240] showed that decreasing both liquid density and its surface tension lead to a

hampering of the coalescence process.

According to Yiantsios and Davis [241], a particle interface will deform when the modified
capillary number, Ca* = %LhU is greater than unity. Here, U is a translational velocity, a is
a characteristic length, and h is the film thickness. This means that the governing equations
need to compute the value of the film thickness, which calls for a momentum balance at the
interface and renders a more sophisticated mathematical model (although simplifications are

possible, as shown by Chesters [81]).

For the immobile and partially mobile interfaces, some of the coalescence efficiency models
depend on the critical film thickness h.. This value depends on phase physical properties,
but most authors have found that it lies around 500 A for O/W dispersions [242] and 50 A
for some polymer mixtures [231]. A theoretical value was derived by Vrij [243] for drops of

diameters d and d':

N 1/3
he=|— " (2.14)
<8m (3+ é))

where A is the Hamaker constant and -~y is the interfacial tension.

Abid and Chesters [244] produced a model for a simplified case of partially-mobile films
in the absence of van der Waal’s forces. While hydrodynamic interactions due to particle
deformation are included in the film drainage theory, no interactions induced by particle
trajectories are considered. These hydrodynamic effects were first introduced by van de Ven
and Mason [245] and Zeichner and Schowalter [246], and were later developed by several other
authors in different configurations [247-251]. Further details on coalescence of liquid drops

and bubbles may be found in a review by Liao and Lucas [252].
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In polymeric systems, the coalescence process is modeled by the same governing equations
used in traditional liquid-liquid drops. In fact, few differences arise when comparing both
systems. An interesting example is the viscosity ratio effect on coalescence frequency found
by Lyu et al. [232] in HDPE/PS blends, which is not always monotonically decreasing as
theory suggests. Detailed reviews on coalescence in polymer blends are offered by Utracki
and Shi [257] and Lyu et al. [258].

Chesters and Bazhlekov [259] incorporated the effect of insoluble surfactants (present at
the drop surface) to the coalescence process. By computing the surface diffusion (which tends
to reduce Marangoni effects) through the Péclet number and van der Waal’s forces through

the Hamaker constant, they developed the set of conclusions that are listed below.

e For sufficiently large particles (d >1 pm), diffusion is negligible and van der Waal’s

forces are a function of the critical film thickness.

e Film drainage is unaffected by surfactant concentration up to a given film thickness,
at which interface becomes immobile. At that point, film drainage is a function of
surfactant concentration, which must be higher than a given critical value (a function

of the Hamaker constant).

e Analytical expressions for calculating drainage times may be derived for both mobile

and immobile interfaces.
e [f the interface is immobile, no dispersed phase viscosity effects should be observable.

e For sufficiently small particles, diffusion of surfactants is considerable and surface ten-
sions gradients become small. Then, film drainage rates are unaffected by Marangoni
effects and the coalescence proceeds like the surfactant-free system, but with a lower

interfacial tension.

For a given surfactant (or surfactant pair) concentration and temperature, the coalescence
rate — at least in a non-stirred system — may vary with the emulsifier’s HLB as shown by
Boyd et al. [260] and exemplified in Figure 2.18 for various Span/Tween pairs in a dispersion
of water and a commercial oil. Note that there is an HLB at which coalescence suppression

is greatest, yielding a formulation that maximizes emulsion stability.

The effects reported for insoluble W/O surfactants were extended to copolymers in
polymer-polymer mixtures by several authors [153, 167, 261-266]. Most authors consider
that block or graft copolymers, which usually locate at the interface of immiscible poly-
mer mixtures (blends or solutions), behave like surfactants and reduce the interfacial tension
[267, 268]. This translates to smaller coalescence efficiencies as per film drainage theory. How-

ever, coalescence suppression is most likely due to steric hindrance of the copolymer chains.
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FIGURE 2.18: Coalescence rate as a function of surfactant’s HLB [260].

These large molecules exert the following two effects on the coalescence process [269, 270]:
1) they provide extra stresses needed to collapse the particle interface and 2) they interact

with the matrix chains and defer film drainage.

Beck et al. [271] ran a series of experiments with polystyrene and polyamide blends and
showed that the presence of graft copolymers does reduce surface tension but not enough to
explain the observed extent of coalescence suppression. It is rather the repulsive forces exerted
by the copolymer chains that hamper coalescence rates. Milner and Xi [272] provided the
theoretical and mathematical framework to support this evidence, also in line with Sundararaj
and Macosko [273], Lyu et al. [258], Sundararaj et al. [196] and more recently with Luo et
al. [274].

Figure 2.19 shows a schematic interpretation of this copolymer role taken from Sundararaj
and Macosko [273]. It should be noted, however, that these conclusions were reached for
polymer blends, while nothing on this line has been reported for solutions, to the author’s

knowledge.

Marangoni effects may also be considered a contributing cause of coalescence suppression,

[258] just like in O/W emulsions.
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Broader
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FIGURE 2.19: Coalescence suppression by copolymer steric repulsion [273].

2.4.4.2 Break-up

The breakage process of a liquid drop or a gas bubble involves complicated phenomena, which
has led to define different criteria to decide when and how a particle breaks up [275]. In
addition, most authors deal with simple binary break-up, and fail to recognize that daughter
particles may continue to deform and undergo further splitting, as recently shown by Herg

et al. [276]. The proposed mechanisms are presented in what follows.
a) Turbulent pressure fluctuation or particle-eddy collision

The idea behind this model is based on turbulent mixing, in which eddies constantly hit
dispersed particles and cause them to deform. Pressure fluctuations caused by the same eddies
can also modify particles’ shape and eventually lead them to break into two or more smaller
ones. Theory suggests that there is a balance between the dynamic pressure surrounding
the particle, 7., and the surface stress, 75; breakage will occur depending on how different
these forces are. Viscous stresses inside the particle are neglected. Different criteria were
developed for deciding whether a particle may break up. At least five different cases can
be found in literature; an extensive, critical analysis on the most relevant statistical models
was presented by Kostoglou and Karabelas [277] and also reviewed by Lasheras et al. [278].
Perhaps one of the only models that considers the intermittent characteristic of turbulence is
the multifractal approach originally developed by Baldyga and Podgorksa [279] and recently
assessed by other workers [203, 204].

b) Viscous shear forces

The viscoelastic properties of the continuous phase may exert a deformation effect on the
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dispersed particles as velocity gradients around the interface are generated. This mechanism
then considers a balance between a viscous stress 7, at the interface and the restituting
surface stress 75, usually expressed in terms of a capillary number Ca = :—: Early work by
Shinnar [213] considers that break-up due to viscous shear is achieved only when applying a

critical stress, given by 7., = %Z—‘j, where C' is a proportionality constant.

Wake effects are also considered as partly responsible for break-up in this model, since a
difference in shape in contact with the continuous phase (head-tail instability) causes necking
of the particle and surface shear stress may subsequently lead to splitting. Few authors

incorporate this effect into their models; a recent example is the one by Yang et al. [206].
¢) Shearing-off process

Also coined “erosive breakage”, this mechanism is most commonly found in larger par-
ticles, whose surface instability is higher than smaller ones. A velocity gradient around the
particle surface causes a number of smaller daughter particles to be sheared-off from its
mother. On this mechanism, the works of Evans et al. [280], Bin [281] and Fu and Ishii [282]

are especially pointed out, but a few other mathematical models are available.
d) Interfacial instability

Even in the absence of flow of the continuous phase (e.g., gases flowing up a liquid
or drops falling into an immiscible liquid), breakage can still occur due to particle surface
instability. This includes both Rayleigh-Taylor (density differences) and Kelvin-Helmholtz
(velocity differences across an interface) instabilities. These effects are usually neglected

without justification.
Models for break-up frequency

Exhaustive work has been conducted to develop models for computing the breakage fre-
quency [221, 228, 235, 279, 283-288]. However, the vast majority only consider eddy-particle
collisions as the most important cause for burst, neglecting the other present forces without
much further validation. This is most likely due to the large availability of simple turbulent
flow systems (i.e., continually stirred liquid-liquid tanks, air-bubble columns, etc.). In other
cases, for example polymer mixtures undergoing breakage due to shearing effects, particle-
eddy turbulent models would rarely apply, and other models must be used or developed.

Table 2.5 shows a summary of the available models for break-up frequency.

In addition, expressions for the breakage frequencies of bubbles and of drops are often
used interchangeably; striking as it may seem, Andersson and Andersson [289] have shown
that their breakage mechanism is very similar. The most important difference lays in the

daughter particle size distributions: equal breakage is most likely for drops than for bubbles
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(due mainly to pressure-driven internal fluid distribution after break-up), an obervation also
found by Hesketh et al. [290]. It should be noted, however, that the viscosity of the dispersed
phase plays a significant role in the break-up mechanism, as it is intrinsically involved in
the force balances. Therefore, expressions should be used with caution when dealing with

specially viscous materials (as it is the case with polymer systems [291]).

Regarding the mathematical models available to computing such distributions, Gao et
al. [203] point out that their functionality, while bearing a considerable impact on the final
particle size distribution, have a little effect on the Sauter mean diameter. Some of the
available equations are presented in Table 2.6, where 5(f) is the probability density function
of the generation of daugher particles that have a fraction f of their mother’s volume. Further
details may be found in Liao and Lucas [275] and more recently in Chu et al. [292] for bubble
break-up.
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Break-up mechanisms that do not consider particle-eddy collision

Exhaustive studies on drop deformation in simple and rotational shear flows were con-
ducted by Grace [307] and by Bentley and Leal [308]. These last authors showed that, the
lower the viscosity ratio the greater the extent to which the particle is stable (yielding larger
critical Ca values). In rotational flows, deformation depends on the orientation angle of
shear and particle viscosity may help dissipate shear-induced vorticity through internal cir-
culation. This means that, in slightly rotational flows, the more viscous the particle, the
more “solid-like” behavior it presents, needing greater shear rates to induce break-up. In
stronger rotational flows, the authors showed that there exists a critical viscosity ratio above
which break-up cannot occur (the orientation of the drop is such that the effective strain
rate is very low), which was first predicted by Taylor in dilute, Newtonian dispersions [184].
Their results are also in agreement with Arai et al. [309], who particularly studied this effect
(both theoretically and experimentally) in fully turbulent conditions. Figure 2.20 illustrates
an example taken from their work, in which the dispersed phase is a solution of PS in a

polystyrene-o-xylene and the continuous phase is an aqueous solution of polyvinylalcohol.

Depending on the phase properties and on the local shear conditions, the critical viscosity
ratio above which break-up does not occur may widely vary. Taylor’s limit for small deforma-
tion is a known value of 2.5 and some polymeric systems in simple shear exhibit a value of 4
[307], but this is by far not the case for extensional flow as shown by Wu [310] or Sundararaj
and Macosko [273].
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FIGURE 2.20: Effect of dispersed phase viscosity on maximum stable drop size before
break-up [309].

The works by Grace [307], Elemans et al. [299], Elmendorp [311], de Bruijn [312], To-
motika [300] and Hinze [313] consider the effects of different mechanisms other than eddy-
particle collision for splitting. Hinze highlights that there are different types of drop de-
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formation and that the condition at which a drop deforms may be described in terms of a

_1d . . C_ d
general Weber number (We V) and a Viscosity number (Vz JLW) and suggests a

simple model to predict drop deformation, as a function of a critical Weber number:

Wee = C (1 + CoVi) (2.15)

The critical value would depend on the deformation type (namely lenticular, elongated or
bulgy). Even if the simplicity of this model casts further validation questions, both theory
and practice (in rotational shear flow) yield an interesting result: for very low and very high
viscosity ratios the critical We rises to an infinitely large value, meaning that no break-up

occurs, which is in line with previously stated authors.

FIGURE 2.21: Deformation process of a polyamide 6 thread surrounded by a polystyrene
matrix [299].

Liquid thread break-up, as shown in Figure 2.21 (reproduced from Elemans et al. [299]),
was firstly discussed by Tomotika [300], and later continued by Elmendorp [311] and Janssen
and Meijer [231]. Polymer liquid-liquid systems, especially under extruding conditions, are
examples that may be modeled following their work, which includes both Newtonian and non-
Newtonian behavior. This particular process accounts for the sinusoidal reshaping of slender
threads caused by shear, up to a point after which break up occurs, splitting the thread into
several daughter drops. A recent investigation by Epinat et al. [155] on polyamide/HDPE
blends is also in line with their work, and has further shown the effect of the viscosity ratio
on the break-up mechanism and the yielded particle morphology. Particularly for extruded

polymer blends, Wu [310] suggested a correlation between Ca and the viscosity ratio that
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can predict final particle mean size considering only thread break-up:

+0.84
d=4-" (W) (2.16)
e \ e

where the power is +0.84 when N > 1 and -0.84 otherwise.

Tle

In stirred dispersions, the breakage process of non-Newtonian drops was incorporated
by Lagisetty et al. [314], who presented a model to predict the maximum stable size at
a given shear rate. Their work was based on the theory and models developed by Hinze
[313], Coulaloglou and Tavlarides [315] and Arai et al. [309]. Considering viscoelastic drops
modeled by a power law equation, the maximum stable drop diameter may be calculated by

computing the following non-dimensional breakage time:

1 2 5/3 —1/n
[ [(9_;) rowe () d] a )

and then solving:

(2.18)

t* . K7 L/n (dmaxDi)2/3
N N

dmaz

where 6 is the dimensionless strain, 7y a yield stress (nonzero for Bingham plastics),
and K and n are the power law model parameters. The authors have provided solutions
of the integral for several values of n, and noted that break-up can only occur if the term

5/3
CWe (D%) — 7'0% — i is positive.

Koshy et al. [316] studied the effects of including drag-reducing agents in the continuous
phase and incorporated this feature into the model by Lagisetty et al. [314]. They indicated
that these species contribute to change the magnitude of the turbulent stresses (probably
due to turbulent damping) and showed that the maximum stable drop size before break-up

increases with the presence of such agents, as experiments confirm.

The effect of insoluble surfactants on droplet breakup was studied by Stone and Leal
[317] and recently simulated by Li et al. [204]. The former showed that the presence of these
agents translates into a lower Ca needed for break-up since the interfacial tension reduction
allows for increased drop deformation. However, they demonstrated (at least numerically)
that the predictions on such critical Ca depend on the dominant flow regime at the interface

(convection or diffusion) since two opposing effects appear, as described in what follows.
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If surfactant diffusion is fast, concentration profiles along the interface are almost con-
stant, and shear-induced drop deformation will only serve to ‘dilute’ the surfactant’s effect,
lowering its surface concentration and thus increasing the interfacial tension compared to the
saturated case. If convection is dominant, drop deformation causes the surfactant to accumu-
late at the end of the drop (where surface curvature is greatest), leading to extra tangential
stresses (Marangoni effect) but lower interfacial tension compared to the fully coated inter-
face. Depending on the dominating regime, the critical shear rate needed for break-up may
differ substantially compared to the ideal case in which interfacial tension is held constant
at an equilibrium value. Yet, compared to a clean, surfactant-free interface, the addition of

surface-active species will lower interfacial tension and promote break-up.

The convection-dominant case described by Stone and Leal [317] may result in a particular
break-up mode named tip-streaming, in which drops deform into a sigmoidal shape and small
daughter droplets break off at the tips, as it is shown schematically in Figure 2.22, reproduced
from de Bruijn [312]. This case was also subject of different studies [318] and show that this

mode of breakage may occur at much lower shear rates than traditional binary splitting.

O 0 = 7

FIGURE 2.22: Tipstreming breakup mechanism [312].

All the above described mechanisms are only concerned with shear-induced deformation,
most often based on a single particle. In concentrated dispersions under mixing conditions
it is likely that particle-particle collisions become of importance, and most available works
on this matter focus mainly on the coalescence process that results (as described in Section
2.4.4.1). However, a thorough analysis of water drop-drop collisions in air was presented by
Ashgriz and Poo [319], who have empirically and theoretically shown that particle break-up
also occurs as a result of collisions. As explained by the authors, there are four possible
outcomes to drop-drop collision: bouncing, coalescence, separation and shattering. Figure

2.23 shows examples of coalescence (above) and separation (below).

The mechanics of drop-drop collisions are affected by both dispersed and continuous fluid
properties, the relative velocity between drops, and the contact angle before collision. Even
though their work was not carried out in stirring conditions (drops were generated from
jets), the conceptual conclusions that arise are of interest, since they provide a thorough
explanation of some of the mechanisms that are frequently cited in literature. In the case
of air drops in water, the authors found that a Weber number (here defined We = pc‘%yiwz,
with u, being a relative velocity), was a governing parameter together with the particle size
ratio and an arbitrary dimensionless relative position. They thus produced maps like the one

in Figure 2.24, which show clearly that: a) not all drop-drop collisions result in coalescence



68 Chapter 2. The Phase Inversion Process

FIGURE 2.23: Two possible outcomes of drop-drop collisions: coalescence (above) and
separation (below). Evolution of the process is from right to left [319].

nor in bouncing and b) break-up can occur as a result of particle-particle impact, even if We
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FIGURE 2.24: Outcome after collision map for equal size drops [319].

2.5 Multiple emulsions

Very often, the structure of an O/W or W/O emulsion is not made up of simple drops
dispersed in a continuous matrix: it is also possible for some volume of the continuous phase
to become entrapped in the dispersed one, giving rise to an emulsion within an emulsion,

as illustrated in Figure 2.25, from Jahanzad et al. [320]. These kind of structures have
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been observed for almost a century (perhaps since the work by Seifriz [321]) and may be
either intentionally prepared or a consequence of a phase inversion process. In several cases,
these structures were also observed for surfactant-free systems (dispersions), especially in the
vicinity of the phase inversion threshold [64, 66, 91, 108, 322, 323|.

FIGURE 2.25: Example of a drop-in-drop structure [320].

Extensive work [158, 324-332] has been conducted since the earlier 1970’s to describe
the properties of these emulsions and their potential applications (they are of interest in the
pharmaceutical, food, waste water treatment and even upstream oil production industries,
though nowadays have limited applicability due to their inherent instability [333]). These
fractal-like systems are not necessarily drop-within-a-drop structures; there have been reports
of triple, quadruple and even quintuple emulsions [158, 321]. Some authors refer to this type

of emulsions as abnormal, as opposed to the normal emulsions that satisfy Bancroft’s rule
[106, 123, 334].

2.5.1 Inclusion mechanisms

The process of continuous phase entrapment inside dispersed drops has been observed to
occur both with and without emulsifiers. Examples of the former include those of Brooks
and Richmond [123], Jahanzad et al., [320], Groeneweg et al. [146], and Pal [335], while cases
of the latter are seen in Pacek et al. [91, 323, 336] and Gilchrist et al. [322]. Whichever the

case, two main mechanisms have been suggested and described hereafter.

1. Deformation of dispersed drops under high shear rate. This is mostly observed with

large drops [337] and particularly enhanced in the presence of surfactants [338].

2. Simultaneous coalescence of two or more drops, by which continuous phase is engulfed
following film rupture [66, 339].
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These mechanisms are illustrated respectively in Figure 2.26 - reproduced from Yan and
Pal [338] - and Figure 2.27 - from Kumar [66]. The former is based on the pressure fluctuations
that occur in turbulent stirred systems, which promote particle break-up. The restoring
force in this case is the interfacial tension, which increases locally when deformation occurs,
as interfacial area is created. If surfactants are present at the interface, the Marangoni
effect tends to counteract such local increase. Thus, if interfacial forces are higher than
pressure fluctuations, then no inclusion occurs. Conversely, if the interfacial tension is not
as high and/or surfactant diffusion is rapid (so that any attempt to locally increase the
interfacial tension is counteracted), then continuous phase protrusions take place and further

drop sealing (inter-particle coalescence) ensures the occlusion [338].

o ———————— — s Diffusion of surfactants

External aqueous phase ——

™ Q- Internal aqueous droplets
— Q.

Interfacce

0il phase inside the globule

FIGURE 2.26: Inclusion of continuous phase by drop deformation [338].
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FIGURE 2.27: Entrapment mechanism by multiple particle collision [66].

The latter case is believed to occur as a result of a multiple coalescence processes (two-

body collision may also produce continuous phase entrapment but is highly dependent on
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the intensity of the collision and the interfacial properties [339, 340]. In this context, film
drainage occurs simultaneously between more than two drops and most of the liquid from

each film is forced out to a common bulk inside the drop.

According to Sajjadi et al. [106], mechanism 1 is usually dominant at low dispersed
fractions, since multi-drop coalescence occurs preferably at more densely packed systems.
Thus, a gradual change between mechanisms is expected when increasing the dispersed phase
fraction: larger and/or more numerous drops promote coalescence, which favors continuous-
phase inclusion, and finally increases the effective dispersed volume fraction. It is of no
surprise, then, that the drop-in-drop structure has been observed prior to catastrophic phase

inversion processes.

At intermediate values of ¢4 (i.e., not low enough for inclusions to be deformation-induced
and not high enough for PI to occur), two conditions should be satisfied for entrapment to
be possible (as explained by Pacek et al. [336]):

1. Enhanced coalescence frequency, so that multiple drops may coalesce and engulf part of

the continuous phase.

2. Stability of the entrapped droplet inside the drop, without which the drop-in-drop

structure would only be temporary.

When surfactants are present, post-inclusion stability is naturally a function the emulsi-
fier’s structure and concentration. In the absence of any surface-active species, experimental
evidence shows that occlusions are more frequently seen in O/W /O rather than the reverse
dispersions [91, 341]. This would seem to indicate that water-in-oil droplets are much less
stable (i.e. their escape processes are enhanced) than oil-in-water ones. Kumar [66] suggests
that this asymmetry lies in the difference of dielectric constants (e.g.: 78.3 for water and
1.88 for n-hexane at 25°C), which explains the disparity in coalescence rates between water-
water and oil-oil drops, the latter being much lower due to the overlapping of the electrical
double layers. In fact, this is the argument that explains the asymmetry observed in many
ambivalent ranges (in the absence of emulsifiers) even with systems that hold similar physical

properties.

2.5.2 Manufacture methods

An early procedure for the preparation of multiple emulsions (for example W/O/W) consisted
in a two-step process: a first emulsification of an aqueous phase in a continuous organic
matrix (with a lipophilic surfactant), followed by the emulsification of the organic phase by

the addition of water and a hydrophilic emulsifier. This is illustrated in Figure 2.28, from
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Florence and Whitehill [342]. The final structure and properties of the multiple emulsion
depend on surfactants concentration, their weighted HLB [329], phase volume fractions and

electrolyte concentration [342].

The stability of the multi-emulsions produced this way has been the subject of several
papers, for there are numerous mechanisms by which occluded continuous phase may escape
the dispersed particle and rejoin the matrix. This is usually known as the breakdown of the
multiple emulsion, and a review on the mentioned mechanisms was produced by Florence
and Whitehill [332].

aqueous P
phase ﬂ, 0%
Q.5
STEP 1 foe W 9'»,5?0},.'
------- | o 0
oil + lipophilie w0 emulsion
surfactant
w/o emulsion
MIX @"—‘
STEP 2 = @)
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surfactant emulsion

FIGURE 2.28: Two-step method to produce a multiple emulsion [332].

Multiple emulsions may also be obtained via a one-step process, prior to or as a result
of a phase inversion [106, 333, 334]. In this case, the procedure begins with a continuous
phase in which a pair of surfactants is solubilized; then, the dispersed phase is gradually
added with sustained agitation. Depending on the average HLB of the surfactant pair and
its concentration, a drop-in-drop structure may be readily obtained at low dispersed phase
fraction [106]. This type of morphology is sometimes considered “unstable” and the addition
of further dispersed phase gives rise to a catastrophic phase inversion to the normal reverse
emulsion. For this structure to be possible, the weighed HLB should favor the stability
of the continuous phase inside the dispersed one, of which there is not enough volume to

become continuous and satisfy Bancroft’s rule. Remarkably, Jahanzad et al. [320] have shown
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that, for an O/W emulsion produced after the inversion of an O/W/O system, the average
particle size is always lower than when produced by a direct emulsification method (and the
size difference is greater as surfactant loading increases). This gives abnormal emulsions an

interesting application if fine dispersions are targeted.

According to Morais et al. [334], stable multiple emulsions may be produced in one step
by adding dispersed phase to a normal emulsion (continuous phase plus dissolved surfactant
mixture) and subsequently crossing the PIT threshold. The combination of both catastrophic
and transitional phase inversion (at a suitable HLB) may produce a stable multi-emulsion
as a result continuous phase being transferred across the interface, which is deemed possible

due to the very low interfacial tension at the PIT.

The relationship between operating conditions and the final emulsion structure obtained
with the methods of Sajjadi et al. [106] and Morais et al. [333, 334] is discussed in the
next section. It should be noted, nevertheless, that the experimental procedures reported
by these authors were conducted without keeping a constant total volume, which is at least
questionable in stirred systems. Moreover, their manufacture procedure requires a precise
mixture of two types of surfactants. In this line, the work by Hong et al. [343] shows that
stabilized multi-emulsions are obtained just as easily with one single surface-active species, if
an amphiphilic block copolymer is used (although they reported the preparation of samples
of only 4 ml).

In a more targeted procedure, originally developed by Utada et al. [344] and later con-
tinued by others [331, 345, 346], double or multiple emulsions may also be obtained with
specific inner structures, using microfluidic capillary devices. This approach generates the
emulsion structure by “forcing” part of the continuous phase (or sometimes a third phase)
directly inside the dispersed drop. Unlike the previous methods, this one enables a much
precise control of inside-drop dispersity. However, it is much more goal-specific and requires

expertise in microfluidic device managing.

2.5.3 Effects on main variables in morphology and inversion point

Sajjadi and coworkers studied the influence of surfactant concentration [347] and its HLB
[337] on the structure of the O/W /O emulsions (prior to the catastrophic inversion to O/W).

The main conclusions of their work are summarized in what follows:

1. Larger drops usually accommodate a higher number of internal droplets (at a given
system composition). More but smaller occlusions are observed with increasing ¢4 and

increasing surfactant concentration.

2. For a constant drop size, the number of internal droplets increases as the surfactant
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concentration increases.

3. At low surfactant concentrations, the internal phase volume ratio (volume of entrapped
droplet/volume of dispersed drop) does not change considerably with ¢4. Conversely,

at higher surfactant loadings, more occluded droplets are found when increasing ¢4.

4. There is a minimal drop size below which little continuous phase is entrapped. This

critical size decreases when increasing surfactant concentration.

5. High surfactant loading yields a bimodal size distribution of internal droplets. The
work by Liu et al. [348] also added that it may lead to a radical change in the emulsion

structure, going from micellar to hexagonal liquid crystal.

6. Phase inversion occurs at lower values of dispersed phase fraction as surfactant loading

increases (a natural consequence of conclusion 1).

7. At a high surfactant concentration, most occluded droplets remain unchanged in size

after PI has occurred.

8. The number of occluded droplets increases with decreasing HLB values (at constant
loading). As a natural consequence, PI occurs at lower HLB values at constant ¢g4
(note that the system under study is an O/W/O with HLB values always higher than
the transitional threshold, where O/W is the preferred structure). This conclusion has
also been reached for W/O/W emulsions by Tyrode et al. [349] by clever conductimetric

measurements.
9. Larger internal droplets are found with increasing HLB.

10. PI points are modified by the surfactant’s chain length distribution. Their results show
that a broader distribution caused a delayed PI, because of the preferential solubility
in the oil phase by the short-chain homologues. Yet, only two systems were compared,

thus limiting the conclusion on the direction of change in the PI point.

In turn, Jahanzad et al. [320] have partially proven that the inner droplet size distribution
is mainly the result of a surfactant concentration gradient between oil and water phases, at
least in batch systems. In continuous operation, Tyrode et al. showed that it also depends
on the rate at which dispersed phase is added to the emulsification vessel [349]. Regarding
the viscosity ratio, Liu et al. [348] concluded that an increase in the dispersed-phase viscosity

leads to fewer occlusions, which is in line with the mechanism outlined by Kumar [66].

2.5.3.1 Catastrophic vs transitional inversion and the role of multiple emulsions

Sajjadi et al. [350] have revealed an interesting behavior of multiple emulsions when subject

to a decrease of the average HLB at constant ¢4. In most inversion maps, varying the HLB
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parameter yields a transitional PI; however, the authors managed to track the evolution of the
emulsion structure at a close range of the transitional inversion threshold, and noticed that the
emulsion goes through a catastrophic inversion before undergoing the expected transitional

process. Path B in Figure 2.29, reproduced from the original paper, depicts this scenario.

The explanation is as follows: a multiple emulsion (for example O/W/O) with constant
dispersed water fraction will present a number of occlusions that depend on the average HLB,
being higher at lower values of this parameter [337]. This means that a decrease of HLB will
produce higher effective dispersed fractions (water + occluded oil phase), which is comparable
to an increase in water phase fraction at constant HLB. Hence, coalescence is expected to
be stimulated and PI may occur, not as a result of affinity changes of the emulsifier, but
rather as an imbalance between break-up and coalescence, enhanced by the occlusion process
that is a consequence of interfacial fluctuations. Yet, the W/O emulsion formed this way will
present a near-ultralow interfacial tension and is prone to go through a transitional inversion
at a slightly lower HLB. These studies have shown that, in fact, catastrophic phase inversion
should be associated with the coalescence vs break-up rates rather than only with an increase

in dispersed phase fraction.
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FIGURE 2.29: Catastrophic phase inversions at the vicinity of the transitional threshold
for a cyclohexane/water emulsion with 2%wt NPE5/NPE12 at 22°C [350]. Solid curve
shows the threshold of transitional inversion and the dotted lines are the boundary of the
catastrophic inversion from abnormal to normal morphology. In each case, white symbols
represent a catastrophic inversion and black ones, a transitional one. The approach
direction is given always from white to black, as represented by the A and B examples.

In turn, numerous examples of a drop-in-drop structure have been reported in polymer-
polymer or polymer-solvent-polymer systems. Most often, they are reported for extruded
blends, such as the SAN-PS-(PMMA-b-PS) by Adedeji et al. [152], a PSU-PA by Charoen-
sirisonboon et al. [153], a PP-PA by Hietaoja et al. [70], and the PA-SAN by Kitayama et al.

[85]. There are also reports of a water-PU emulsion by Saw et al. [351] and the well-known
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case of the in-situ formed occlusions in the HIPS manufacture process, which is the study

system of this thesis.

In all these cases, the particle-particle morphology holds a significant interest, since many
mechanical properties strongly depend on their characteristics [352]. Here, the block or graft
copolymers play the role of traditional O/W emulsifiers, as described in sections 2.2 and
2.4.4.1. These copolymers are either added intentionally or produced in-situ as part of the
polymerization mechanism. Consequently, the concentration of such polymer species and its
molecular-weight distribution affects the number of occluded particles inside the dispersed
phase. For example, Leal and Asua [44] reported that the number of entrapped droplets
increases when the concentration of chemical initiator increases (reproduced in Figure 2.30).
This is because the chemical initiator used for the free-radical polymerization may induce the
formation of graft copolymers, as is the case of the polymerization of styrene in presence of

polybutadiene studied by the authors.

93 % anlids

F1cure 2.30: Effect of initiator concentration on the drop-in-drop structure. Upper
figures: low concentration; lower figures: higher concentration [44].
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2.6 Summary and conclusions

After having analyzed both the physical evidence and the mathematical models presented

in the previous sections, the effects of phase viscosity, phase density, interfacial tension and

surfactant properties on the phase inversion mechanism are summarized in Table 2.7. Since

some of the models suggest different dependencies on some of these properties, this table

should serve as a general guide while the real interdependence should be assessed on a case-

by-case basis.

Effect on
Break-up Coalescence Average Number of
frequency  frequency particle (stable) ¢q at PI
wh We diameter occlusions
. Jifwp > we J 0
Stirring speed (N) 0 0 1 if wp 1< w, " !
: T
Sﬁ;’}}“;’”ﬁ phase if turbulent 1 ! ! 1
Y \Pe break-up
Dispersed phase 4 " $if wp T> we + T
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= 1 .
0 . if turbulent J v ?f @ < we v T
% Continuous phase T if wp 1> we T 1
s . . break-up
& viscosity(n.)
g i
=]
- if viscous J + + T
=)
< break-up
Dispersed phase ! . 3 if wp T< we + T
viscosity (74) T if wp T> we T 4
Interfacial tension (vy) 1 0 0 0 i}
Surfactant
concentration T v + + T
Surfactant’s HLB N U U U N
Relative permitivity (e) 1 0 0 0 1

TABLE 2.7: Effect of main operating variables on the phase inversion mechanism as a
general rule. N and U symbols indicate that the variable reaches a maximum or minimum
value respectively
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It is clear that the phase inversion phenomenon (both in O/W and polymer-polymer
systems) is a very complex, multivariable, nonlinear process. Even though it has been studied
in depth by many researchers, it has been mostly treated in a qualitative, descriptive way:
the effect of the main operating variables on the PI point is rarely analyzed under a ceteris
paribus condition, and is therefore troublesome to understand the real output and relative
weight of each parameter. Moreover, when comparing results from different authors, care
must be taken to ensure that all the operating variables in question are considered, since

otherwise the resulting conclusions could be (at least partially) erroneous or misleading.

The analysis of each variable in isolation is a challenge, since it is empirically troublesome
(or impossible) to generate liquid mixtures with all but one similar properties. The viscosity
ratio is probably the best example: changing the viscosity of one phase is usually achieved
by changing its composition (or choosing an entirely new fluid), which often yields a different
density, interfacial tension or electrostatic behavior. Since the most widespread mechanism
that explains PI is strongly based on the interfacial interactions (particle break-up vs coales-
cence), an unforeseen change in one operating variable may readily introduce an effect on the
dynamics of the agitated system and completely alter the inversion point. Vessel geometry
is also a good example: even the position of the impeller at the beginning of the experiment

has proven to exert an effect on the PI point.

Regarding its mechanism, PI is most commonly explained through an imbalance between
particle break-up and coalescence rates, the latter being much greater than the former at
the onset of inversion. This approach has not been entirely validated since accurate mea-
surements of these frequencies are an experimental challenge. Yet, this mechanism better
explains the empirical evidence found when changing the emulsification route: the thermo-
dynamic, energy minimization-based model does not account for dynamic nor initial-condition
effects that could change the inversion point dramatically. Moreover, the conclusions of the
energy-minimization model arise from theoretical considerations that lie on systems under
thermodynamic equilibrium, which is not always the case — especially in polymer-polymer

mixtures and in systems where PI occurs during a chemical reaction.

Interestingly, regardless of its mechanism, the PI process seems to strongly depend on one
common feature: interfacial activity. The role of interfacial tension, and all the operating
variables that modify it, is essential in determining which phase will invert at a given stirring
speed. The presence of surface-active agents, in the form of emulsifiers, impurities, block or
graft copolymers, can change the inversion point substantially, depending on their concen-
tration and chemical structures. The affinity of these species towards a given phase usually
determines that it will be preferred as the continuous one (provided that there is enough
volume of it), which can be regarded both as a thermodynamic argument but also as being
the result of interfacial curvature that favors one structure over the other. Moreover, the

potential formation of drop-in-drop arrangements, for which interfacial tension (and electro-
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static behavior) is a key variable, may favor the occurrence of phase inversion by increasing

the effective dispersed volume fraction.

The formation of a preferred structure in O/W or polymer/polymer emulsions is essen-
tial in a number of industrial applications. Therefore, a better understanding of the phase
inversion process seems vital, and developing representative mathematical models to predict

it, a useful tool and a great challenge.
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Chapter 3

Phase Inversion Prediction in O/W

Systems

“To expect the unexpected shows a

thoroughly modern intellect”

Oscar Wilde

Oil-water dispersions are present in a wide variety of industrial fields, from energy gen-
eration to food production. In most applications, the structure of the dispersion (i.e. which
phase is continuous and which is dispersed) constitutes a strong constraint: the reversed dis-
persion (or emulsion) is undesired, for reasons related to each specific process. For example,
in the transport of heavy oils, which usually flow with water present in the well, the W/O
structure is considerably more viscous than the O/W counterpart, which impacts negatively
in the energy requirements. Thus, the O/W is the sought dispersion. Therefore, predicting
the phase inversion point for a given operational condition is of great interest, both in design

and rating stages.

However, few mathematical models have been developed to predict such a point, perhaps
the most interesting being those by Hu et al. [52, 79] for stirred tanks, and by Brauner
and Ullmann [200] for transport pipe flow. While the work of these authors show that it is
possible to fit their models to experimental data, they need to make simplifications to reduce
the physical complexity of this phenomenon, which is multivariate and greatly non-linear, as

discussed in Chapter 2.

The main obstacle that arises when trying to understand the effect of each variable on
the PI point is that the experimental conditions vary significantly from author to author, so
that isolating the weight of each variable is quite complex. However, this may be exactly
the kind of problem that machine learning algorithms are suited for: generalizing implicit
behavior difficult to understand at first hand [353, 354].
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In this Chapter, the experimental results of phase inversion measurements present in
literature are summarized and fed to four different models — from heuristic to black-box — in
an effort to better understand the inversion phenomenon. To this end, two types of problems
are treated: a classification and a regression one. The goal of the former is to predict
which phase would be continuous at a given composition and operating condition; while that
of the latter is to predict the dispersed phase volume fraction (¢4) at which PI would occur

for a given condition. The results of this work are published and available [355].

3.1 Relevant operating variables

As described in Section 2.1 several physical properties have an influence on the PI point:
namely phase density, phase viscosity, and interfacial tension. Furthermore, the geometry
used (vessel size, agitation speed, impeller type and size, number of baffles, their materials)
can also contribute significantly on the inversion point. Even the initial conditions and the
experimental procedure may exhert an effect [68]. In consequence, in order to prepare a
predictive model it is necessary to analyze the available data and choose the input variables

that may be considered the most relevant (both judging from availability and relative weight).

Table A.1, shown in the Appendix, gathers the experimental results of both the upper
and lower bounds of the ambivalent ranges found in literature for stirred O/W systems. After
analyzing the physical and geometrical conditions used in each investigation, the following

set of variables was chosen to be used in the models that will be developed in this Chapter:

Physical properties Geometrical parameters
Phase densities (p, and py,) Number of baffles
Phase viscosities (1, and 7,,) Impeller-to-vessel size ratio

and their ratio (r, = g—i) Type of impeller

Interfacial tension (vy) Vessel material

TABLE 3.1: Variables chosen to buid the predictive models

The choice of viscosity ratio may seem unnecessary since it may be built from each phase
viscosity. However, in the implementation of the regression algorithms, if the ratio is deemed
an important variable, then it must be fed as such. This viscosity ratio has been extensively
studied and considered an important variable on PI [65], but the viscosities of each phase
(separately) play a major role on the break-up and coalescence rates, as was described in
Section 2.4.4; then, the ratio alone does not suffice. Regarding interfacial tension, the values
shown in Table A.1 correspond to either the ones informed in the authors’ work or — in their

absence — to the ones predicted by the Girifalco and Good [356] equation:
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Y12 =01+ 02 = 2————e : Z Vo102 (3.1)
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where 19 is the interfacial tension between phases 1 and 2, V' is the molar volume and
o is the surface tension. This equation has the advantage of being simple enough to be
implemented with the available information and has been found to provide good results with
traditional O/W systems [69].

The ratio D;/Drp is chosen as one of the most important geometrical variables because
its effect on the energy dissipation rate has long been reported [357], and because other
parameters are usually not informed by the authors. Moreover, gathered data refer only to

stainless-steel impellers, ruling out impeller material as a variable.

3.2 Algorithms

Four techniques were selected to predict the experimental data presented in Table A.1,
namely: a) decision tree, b) bagged decision trees, c) support-vector machine and d) feed-
forward neural network. These techniques may be classified as supervised learning models,
since they feed on a given dataset in order to “learn” the underlying structure of the data
and provide a predictive output. The learning or training set is usually a subset of all the
available data and is used by the models to fit their own predictions; the testing or test set
is the remaining subset, and is used to measure the model performance with “new” data (in-
formation not seen by the model in the training stages). A brief overview of each algorithm

is presented in what follows.

3.2.1 Decision trees

A decision tree is a classic heuristic model that may be used for both regression and classifi-
cation problems. It is a simple model that may yield good performances with little training
effort while providing the set of if-then rules inferred from the dataset. The complexity of
the tree may be adjusted (usually through a “complexity parameter”): long trees with a
large number of branches may improve the classification or regression accuracy, but almost
certainly result in a loss of generalization capability, since each branch turns into a particu-
lar case rather than a general rule (which is known as “data overfitting”). There exists an

optimum tree size that provides a good balance between accuracy and generalization.

The main drawback of a decision tree is its high sensitivity to the training set (what is

known as high variance) [358]. To deal with this issue, bootstrap aggregating (bagging) trees
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were developed. Essentially, this algorithm consists of a number of decision trees created in
a way that each one has its own train/test subset of the formal training set [359]. Then, each
tree is trained independently of the rest and, when presented with the formal test set, the
outcome is the average of the prediction of each tree (for regression problems) or the majority
vote (for classification goals). This compensates the variance problem but complicates the
heuristic nature of the decision tree, by which interesting, useful rules may be inferred.
However, some rule-extraction algorithms exist [360, 361] that may explain the general rules

found by the ensemble of trees.

3.2.2 Support-vector machines

The support-vector machine (SVM) is a supervised learning algorithm that may be imple-
mented for both regression and classification goals. In the first case, it is designed to find the
smoothest function f(x) whose images lie within a user-defined margin (e) around the data

points of the training set, x;:

f(@) =w" (P, Pu) +0 (3.2)

where w?

is a vector of weights, 1) is the non-linear mapping of the input space to a
higher dimensional space (¢(xi) refers to the map applied to the elements in the training set),

b is the bias, and (-, -) stands for the dot product.

To this end, a certain number of training samples that lie outside the desired image
region are used as pivot points (named support vectors) to determine the function that may
accommodate the majority of the predicted values inside the € margin region. This results
in a constrained optimization problem usually expressed as in Egs. 3.3 and solved using

Lagrange multipliers.

—3 > (ai—af) (@ = aF) (W(ay), Yia)

max b=l (3.3)

n n
—GZ(O@ +Oé;k) —i—Zyi (Oéi —|—Oz;‘)
=1 1=1

where «;, o are the Lagrange multipliers and y; is the i-th element of the target vector.
a;, af € [0,C], with C being a regularization parameter that determines the trade-off between
the flatness of the function f(z) and error deviation (which is why this model is usually

referred to as e-insensitive support-vector regression).
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A

The non-linear map 1)(,) need not be known, since only the dot product <1,b(z )s 1/;(36)> is
actually computed. Then, kernel functions ky o, = (¥(44),%¥(z)) are used instead, the most
frequent being quadratic, cubic or Gaussian. These are shown in Table 3.2, where )\ is a

scaling parameter.

Kernel type Kernel function
i _ (mizj)
Linear k(xi7xj) = =2
i — (x4,25) 2
Quadratic K(zia)) 1+ 5
. \3
Cubic K(wse;) = (1 + @\%ﬂ)
_llei—aji?
Gaussian =e A2

(zi,75)

TABLE 3.2: Typical kernel functions used in SVM models.

In classification problems, the SVM is designed to find a hyperplane that divides the
dataset in two or more groups, each containing “only” the set of points belonging to a
given class. The distance between the plane and the nearest sample points of each set is a
margin that may be adjusted, and those points lying on the margin are the support-vectors. A
schematic example is shown in Figure 3.1. The algorithm is also implemented as a constrained
optimization problem, similar to the one described previously for the regression case, where a

classification score is defined to represent the distance between an input and the hyperplane
defined.

Optimal hyperplane

Maximum

X4

FIGURE 3.1: Optimal separating hyperplane in a 2D example [362].
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3.2.3 Neural networks

Several types of neural networks have been developed over the years, from the simple percep-
tron to complex deep convolutional inverse graphics networks [363, 364]. For the purpose of
this work, the standard feed-forward multilayer perceptron, with one or more hidden layers,
is a suitable model. The idea behind this algorithm is to either classify or predict function
values by using a matrix of weights (which are tuned to minimize prediction errors) and an
activation function, which is any form of a sigmoid function that may mimic an “on-off”
response in a continuous way. This enables the model to behave like the brain neurons, in
the sense that each input variable (stimulus) produces a different effect (response) on each

neuron, ultimately resulting in a combined response that produces the output.

Figure 3.2 shows a scheme of a traditional perceptron with three layers: the input layer,
receiving the input variables, a hidden layer, where the effect of each input is combined and
treated with the chosen activation function, and the output layer, which combines the effect of
every neuron. In regression problems, in order to shift the output from the (0,0) coordinate,

bias neurons are also introduced, usually before and after the hidden layer.

Input layer Hidden layer Output layer

; N/ \_/'

FIGURE 3.2: Scheme of a feedforward multiple perceptron.

The neural weights may be initialized randomly and then tuned with different training
algorithms, trying to minimize the prediction errors. Among others, the most frequently used
are [365]:

1. Gradient descent (GD)
2. Gradient descent with adaptive rate (GDA)

3. Scaled conjugate gradient (SCG)
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4. Levenberg-Marquardt (LM)

5. Bayesian regularization (BR)

The GD method is perhaps the simplest of all. It may be applied as long as the derivative
of the activation function exists. Essentially, this algorithm modifies the network weights by
differentiating a cost function with respect to the neural weights in an efficient way known as
backpropagation. Then, given a cost function to minimize, C, the rate at which this function

changes with respect to a weight in a given layer is:

oC
GUék

= aj'd! (3.4)

where [ is the layer at which the neuron j is located, k is the neuron at the layer [ — 1
that is connected to neuron j, af,c_l is the result of the activation function applied to the k-th

neuron, and (5§ is the error of layer [, defined as:

& = oc (3.5)

0 (Ej wé.kaic_l + bé)

This algorithm evolves in the direction of the gradient and updates each weight according

to a constant training rate, n:

e
n@wjk

ijk =

Once it reaches the maximum number of iterations, it stops.

The GDA method is a version of the GD algorithm that modifies the learning rate n
at each step, according to the performance of the training, usually “slowing down” as the

algorithm progresses. Several rate functions exsist, from step to exponential decays [366, 367].

The SCG method is a variant of the traditional conjugate gradient method, which is an
algorithm suited for iteratively solving large systems of linear equations or unconstrained
optimization problems. This method converges to the solution by following a gradient in a
given search direction. The scaled variant introduces a scaling parameter that improves the
search direction by means of a spectral formula [368]. For this method to be implemented,
the matrix defining the search direction must be positive definite; if it is not, workarounds

using a quasi-Newton BFGS approach are available [369].
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The Levenberg-Marquardt algorithm can be viewed as a version of the traditional Gauss-
Newon method, the difference being that it introduces the use of a damping parameter, A, in
the calculation. It computes the Jacobian matrix (J) between the errors (e) and the neural

weights and updates the value of the latter using:

Aw = — (JFJp) + M) ' Jie (3.7)

where I is the identity matrix.

When using the LM algorithm it is customary to separate a subset of the training data
for a walidation stage. The data in this subgroup is used to stop the training early if the
performance is not improving after a given number of repetitions. This makes it a fast

algorithm.

Finally, the BR method is implemented similarly to LM but also minimizing the value of

the neural weights. The cost function to minimize is then:

C = aE, + BE, (3.8)

where E,, is the errors with respect to the weights and E, is the sum of the square errors
between the predicted and measured outputs. « and S are updated after each LM step

according to the error of each step.

3.3 Implementation and results

In the implementation of the previously discussed algorithms, the dataset was divided ran-
domly as follows: 70% for training, 10% for validation and 20% for testing. These subsets
were kept the same throughout the procedure, so that comparing the results between each
algorithm is done with the same testing set. The decision trees were coded in R while the

SVM and neural networks were programed in Matlab R2019a ©.

3.3.1 Classification

In order to build the classification problem, the table of experimental data found in Table
A.1 had to be filtered, since only a fraction of the entries share exactly the same operating
conditions for both O/W—W /O and W/O —O/W inversions (for example, some authors only

studied the lower bound of the ambivalent range, or used different stirring speeds between
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the upper and the lower curves). For those data points where both inversions have been
studied at the same conditions, a clear identification of three classes is possible for any
phase composition: “oil continuous”, “water continuous” and “not determined”. Then, for
this subset, which only contains the upper and lower bounds of the ambivalent range, any
number of extra points may be added artificially (above, below, and between each curve),
to create a new database that includes the phase behavior for each case, thus yielding the
classification problem. Upon inspection, this filtered subset shared the same impeller type,

number of baffles and equipment material; therefore, they were left out as input variables.

With this subset, 30 extra entries were added (10 for each class), by creating random
artificial points above, inside and below the ambivalent range for each operating condition.

The algorithms presented before were then implemented with this newly formed database.

3.3.1.1 Decision tree

A decision tree was trained to predict the phase behavior at a given condition, with a default
complexity parameter (CP) of 0.01 using the rpart library in R [370]. This parameter re-
flects the extent of the tree branches and may be adjusted to optimize the trade-off between

accuracy and generalization.

An overall accuracy of 81.% was obtained with the testing subset, with the confusion
matrix shown in Table 3.4. A schematic figure of the tree, with its if-then rules is depicted
in Figure 3.3. The classes were named O (for oil-continuous), W (for water continuous)
an ND (for non-determined). The percentages shown in each box represent the fraction of
data points from the test set that ended in each branch. Interestingly, with this complexity

parameter, only three variables were used in the construction of the tree: ¢,, i, and Dy/Dp.

Upon optimization of the complexity parameter, a trade-off between accuracy and com-
plexity (and strong overfitting) must be obtained. The goal is to arrive to a decision tree that
may explain the problem as accurately as possible but with simple rules inferred by the most
relevant variables. After analyzing trees with different complexity levels, the one shown in
Figure 3.4 was found to be the optimum case, with a CP value of 0.007. The overall accuracy
of 85.7%. An increase in both sensitivity and sensibility of the class “water continuous (W)”

is observed.

The interesting feature of this second tree is that one may infer the following rules to
determine whether the aqueous or the organic phase would be continuous. The intuitive rule

(the phase whose volume fraction is above 0.5) almost never holds directly.
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Decision Tree - CP=0.01
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FI1GURE 3.3: Decision tree to decide whether a given phase will be continuous.

1. If the organic phase volume fraction is above 70%), it is very likely (87% of cases studied)

to be the continuous phase regardless of the operating conditions.

2. The organic phase shall be continuous following the intuitive rule (¢, > 0.5) only if the
size of the impeller is at most 40% the size of the vessel. This may imply that a rather
inefficient mixing (small impeller) is related to the inability of the dispersed phase to
become continuous, perhaps due to lack of turbulence which produces few occluded

droplets and deters phase inversion at low holdups.

3. In contrast, if the organic phase is the one in higher proportion but larger impellers
are used (D;/Dr > 0.4), then it is almost never the continuous phase. The only
case possible for it to be continuous is to have a very large density difference with the
aqueous phase (notice the p, > 1398 kg/m? condition). This again may reflect the
same effect described in the previous rule: the increase in turbulence provided by a
bigger impeller — which would promote breakage, coalescence and occlusion formation
— may be countered by a very high momentum of the continuous phase, thus disabling
the aqueous phase to become continuous. In all other cases, either the aqueous phase

is continuous, or the result is undetermined.

4. If the aqueous phase volume fraction is above 76% then it will be the continuous phase

almost without question. There is only one exception that yielded a “not determined”
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FIGURE 3.4: Optimum tree, pruned with a CP of 0.007.

case (notice the 0.4 > ¢, > 0.045 branch) which, upon verification of the dataset, refers
to a very particular mixture of kerosene/water with a very low interfacial tension (10
mN/m) by Arashmid and Jeffreys [74] and a small impeller (D;/ D7 < 0.4). This means
that the effect of poor mixing was countered with a very low interfacial tension, which
enhanced particle break-up and coalescence to a point that the only way to ensure an
aqueous continuous phase is to have an extremely high fraction of it. Leaving this

exception aside, then all dispersions with at least 76% aqueous phase will be O/W.

5. Finally, at an intermediate range of aqueous phase composition (0.76 > ¢, > 0.6) the
organic phase will almost surely be dispersed. If its viscosity is high enough, the prob-
ability of getting a “not determined” result somewhat increases, but an oil-continuous
phase is never assured. More so, at high stirring speeds the aqueous phase is very likely
to be the continuous one, since the attenuation of coalescence of viscous oil drops will

deter the formation of W/O dispersions.
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3.3.1.2 Bootstrap aggregation (bagging)

The former inferred set of rules may not be the only one, since different decision trees may
be obtained varying the train/test subsets. For this reason, a bagging technique was imple-
mented with 300 trees (after running with different number of trees, this number was found
to be optimum). All variables were included in the analysis and a rule-extraction technique
following Deng [361] was applied. Table 3.3 summarizes some of the rules found by this
algorithm across the ensemble of trees. A total of 37 rules were extracted, but only the ones

with no prediction error and simple enough not to be considered “special cases” are shown

here.
Condition contfi);iiifsti)dhase Frequency (%)

1 ¢w>0.75& D;/Dp > 0.4 W% 17.5
2 ¢o>0.74, v < 50 mN/m & N > 700 rpm 0O 11.1
3 ¢y >006& p, <1.17 cP W% 6.1
4 ¢, >0.55& D;/Dr < 0.4 0 3.1
5  ¢o> 0.5 & p, > 1398 kg/m3 O 1.5
6 ¢, >0.63& D;/Dr >0.5 0 1.5
7T ¢Guw>05r>12& N > 1274 rpm W% 1

TABLE 3.3: Inferred rules from the ensemble of trees.

In general, the same pattern is observed in this set of rules compared to the ones ob-
tained with one tree (some are even repeated, which is a good sign for the tree presented in
the previous section): being in a greater proportion is not a sufficient condition to be the
continuous phase. For instance, the first rule cited in the previous section has been extended
to 100% accuracy by adding two constraints: low interfacial tension and high stirring speed
(2nd condition in Table 3.3). As a general rule, with a volume fraction between 50% and
75%, there is a “turbulence constraint” needed to ensure that a given phase will be surely
continuous. Otherwise, it would depend on how the dispersion was prepared and thus end

up inside the ambivalent range.

A clear advantage of the ensemble model is that it outperforms one single decision tree
in its classification goal (overall accuracy of 93.5%), as observed from the confusion matrix
shown in Table 3.4.
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Reference
YA v
) NND OO W NDO O W NDO W
'% N/D 74 7 25 73 5 88 3 6
g ) 19 91 0 19 93 8 95 0
5w s 0 73 6 0 2 0 02

TABLE 3.4: Confusion matrices for decision trees pruned at different complexity param-
eters and a bagging of 300 trees. Test subset is the same for all.

3.3.1.3 Support-vector machine and neural network

The last two techniques considered in this Chapter are not heuristic. Then, the analysis here

offered is only related to their performance in their classification goal. For the SVM models,

three kernels (apart from the simple linear one) were tested, since the problem is suspected

to be strongly nonlinear and thus a transformation is required to generate a hyperplane such

that the three classes become separable. The functions in question were quadratic, cubic and

a radial basis (Gaussian). Their confusion matrices are reproduced in Table 3.5.

Reference
Linear SVM Quadratic SVM Cubic SVM Gaussian SVM
o N/D O W |[N/D O W [N/D O W [N/D O W
'% N/D 81 10 12 88 6 12 85 ) 5) 88 9 8
E O 10 88 1 7 92 0 10 93 0 7 89 0
~ W 7 0 85 3 0 86 3 0 93 3 0 90
TABLE 3.5: Confusion matrices for the support vector machine models with different

kernels.

The best performance is offered by the cubic kernel, with an overall classification accuracy

of 92.18%, which is still slightly below the performance of the bagging model.

Regarding the artificial neural network, the scaled conjugate gradient was implemented

as training algorithm. Each training procedure was performed 20 times to account for the

randomness in the initialization of weights. The activation function chosen was:

(3.9)
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A total of four cases were compared, changing the number of neurons of the hidden layer.
The general rule of thumb states that this number should be between the number of predictors
and the size of the output vector; i.e., in this case between 3 and 9. Thus, networks with 3
to 10 neurons were tested to assess the quality of this rule. Confusion matrices are shown
in Table 3.6: the net with 7 neurons performed slightly better than the rest, but almost no

difference is observed with the 5 or 10-neuron net.

Reference

3 neurons 5 neurons 7 neurons 10 neurons

ND O W I|ND O W | ND O W |[ND O W

N/D 75 16 11 86 ) 13 83 9 14 81 7 6

O 13 82 0 8 93 0 8 89 0 11 91 0

Prediction

W 10 0 87 4 0 85 7 0 84 6 0 92

TABLE 3.6: Confusion matrices for the neural networks with different hidden layer sizes.

Comparing the classification performances of all four implemented techniques, it would
seem that the bagging model resulted in the most accurate one, followed closely by the cubic
SVM, with the extra advantage of being able to put forward a set of physical rules behind
the data. This is an interesting result since, in the past few years, this technique has left

ground for the more sophisticated models, like artificial neural nets.

3.3.2 Regression

All four techniques compared for the classification case can be modified to behave as regression
models, in this case aiming to predict the dispersed phase volume fraction at which phase
inversion would occur. Since, as explained at the beginning of Section 3.3.1, some of the
entries of Table A.1 correspond only to one of the two possible inversions, two different models
had to be developed for each technique: one to predict the organic phase volume fraction at
which the dispersion becomes oil-continuous (¢, ), and another one for the opposite inversion
case (¢y). The following paragraphs describe the results obtained with each model. In all

cases, the performance is measured with the root mean squared error (RMSE).

3.3.2.1 Decision (and bagged) trees

The number of trees in the bagging models was set to 300, as in the classification problem.
Results are show in Figure 3.5 and Table 3.7, where a comparison with the predictions by

only one decision tree is offered. As observed, a slightly better performance is obtained with
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the ensemble model for the O/W —W/O inversion but no improvement was gained for the

opposite case.

RMSE One decision 300 bagged
tree trees
Pw 0.0657 0.0712
®o 0.0637 0.0564

TABLE 3.7: Performance of each decision tree model.
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FiGURE 3.5: Prediction of PI points as per the decision tree models. Dashed lines
represent a margin of £ 0.03, which is considered a suitable error gap.

3.3.2.2 Support vector regression

The e-insensitive SVR model was implemented setting the cost factors (C) and the margin
of errors (¢) as shown in Table 3.8. Kernel functions and their scale parameters used are
shown in Table 3.9, as well as their performance measured by the RMSE. Predicted phase
volume fractions are shown in Figure 3.6. The quadratic kernel showed very good fit with
both prediction sets (¢, and ¢,,), outperforming even the classic radial basis function. The
fact that the kernel that gave better results is different from the classification problem is not

surprising since the implementation algorithm and the dataset are different.

Prediction of C €
Ow 0.1490 0.01490
b0 0.1291 0.01291

TABLE 3.8: Parameters used in the SVR model.
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RMSE
Kernel type Kernel function Scale parameter
Po Pw
Linear (weay) = i) A =0.4135 0.0713 0.0858
2
Quadratic Baay) = (1+ E5520) A = 0.3495 0.0678 0.0570
23\ 3
Cubic By = (1+ 5552 A = 0.4703 0.0821 0.0695
g —a511%
Gaussian kg =€ A=10.9 0.0630 0.0717

TABLE 3.9: Kernel functions tested, their scale parameters and the performance of each
model as per the RMSE.
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FIGURE 3.6: Performance of different kernel functions used in SVR algorithms. Test set
is the same for all kernels. Dashed lines represent a margin of + 0.03, which is considered
a suitable error gap.

As in the classification problem, the bagging model slightly outperforms the SVM tech-

nique for both inversion curves.

3.3.2.3 Neural networks

A multiple perceptron with the traditional Levenberg-Marquardt training algorithm was im-
plemented, using one or two hidden layers, as it shows good performance both interms of
stability and calculation speed [371]. The effect on the number of neurons on each layer was
analyzed to find an optimum network size, which may differ from the classification case. Due
to the random initialization of synaptic weights, each net was trained and assessed 20 times

and the best network (based on its performance with the test subset) was chosen for each
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case. The activation function was kept as the one in Eq. 3.9.

The performance of each net is summarized in Table 3.10 and Figure 3.7, where an
improvement is observed compared to the SVR and bagging models. Prediction of the PI
point does not vary substantially with the number of neurons. Standard deviation of errors

lie around 0.009 for the O/W—W /O inversion point and around 0.004 for the opposite case.

RMSE
Number of neurons
®o Dw
5 0.0556 0.0591
10 0.0537 0.0595
15 0.0532 0.0577
20 0.0533 0.0590

TABLE 3.10: Performance of each neural network.
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F1GURE 3.7: Prediction of each neural network with one hidden layer and varying number
of neurons. Test subset is the same for all and the same for the other models in this
work. Dashed lines represent a margin of & 0.03, which is considered a suitable error

gap.

A second hidden layer was added to test for any performance improvement, which is usual
among nonlinear problems [372]. However, no significant change in the RMSE was observed
compared to the one-layer case, as observed in Table 3.11. Therefore, adopting a 15-neuron,

one-layered neural network seems reasonable for the prediction of each PI point.
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Neurons in Neurons in 279 layer

15t layer
Y 2 4 6 8

5 0.0554 0.0542 0.0537 0.0543

10 0.0542 0.0551 0.0539 0.0539
o

15 0.0569 0.0537 0.0531 0.0534

20 0.0541 0.0537 0.0533 0.0539

5 0.0585 0.0573 0.0586 0.0601

10 0.0610 0.0536 0.0596 0.0569
Ow

15 0.0590 0.0591 0.0590 0.0587

20 0.0581 0.0610 0.0583 0.0592

TABLE 3.11: RMSE of the two-layered neural networks with the test set.

3.3.3 Theoretical predictions of the ambivalent range

Considering the good results offered by the neural net with 15 neurons in the hidden layer,
this model was used to analyze the results of several hypothetical scenarios. The goal is to
build a phase inversion map with the most relevant operating and geometrical variables. A
base case was chosen fixing: p, = 800 kg/m?, p, = 1000 kg/m3, p, = 0.8 cP, i, = 1 cP
(rp=0.8), vy =30 mN/m, D;/Dr = 0.5, Rushton turbine, 4 baffles, stainless-steel vessel.

Figure 3.8 shows the evolution of the ambivalent range when subject to variations in
phase viscosity ratio (r,), interfacial tension, phase density difference (p, — pw) and Dy/Dr,
as predicted by the model. Some interesting remarks arise from these theoretical predictions
by the net:

1. Increasing the phase viscosity ratio — 5“

4= as previously defined — widens significantly the
ambivalent range, especially in the lower section of stirring speeds, which is in line with
the empirical rule find by several workers [65, 79, 80] that states that “the tendency
to remain dispersed increases with viscosity”. Moreover, the curvature of both bounds
changes significantly: for higher viscosity ratios, it appears to be easier for the W/O
dispersions to invert to O/W (lower bound) when increasing the agitation rate, which
is the opposite tendency at low viscosity ratios. But this is not surprising since the

ambivalent ranges are plotted as a function of the organic phase volume fraction, ¢,,
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and not a generic “dispersed phase”. Then, if the dispersed phase is more viscous than

the continuous phase, it will need higher agitation rates to be able to invert.

2. At very low interfacial tensions, the span of the ambivalent range is quite wide, especially
at high stirring speeds. This is possibly explained by the fact that low interfacial
tensions yield almost plane curvatures and so favor the formation of co-continuous
systems [373] (with continuous phase entrapment), so that the dynamics of drop break-
up and coalescence may favor either type of dispersion. This effect is particularly
enhanced at high energy dissipation rates, where the occlusion formation is frequent
(thus increasing the effective phase volume fraction), especially if the dispersed phase

is the aqueous one [66]. At low rates, the W/O structure is apparently preferred.

3. Increasing the interfacial tension hampers the previous effect and thus O/W structures
become more likely (oil drops are far less likely to entrap water droplets [91]), especially

if the energy input is not high enough to compensate this effect.

4. A surprising effect is observed regarding the phase density difference: it is not a sym-
metric property, in the sense that two systems owning the same absolute difference
do not invert at the same composition. Phase viscosity difference could be respon-
sible for this behavior, but simulated results show otherwise, as observed in Figure
3.9, where the lower bound of the ambivalent range has been reploted as a function of
the aqueous phase volume fraction. Increasing p, shortens the span of the ambivalent
range, implying that both structures are favored. The fact that this does not happen
when increasing p,, may be due to the difference in the dynamics of the break-up and

coalescence processes (and perhaps to the ability to form multiple dispersions).

5. The impeller-to-vessel size ratio is strongly nonlinear and, as it appears, not monotone.
This parameter has a formidable effect on the mixing efficiency, through the energy
dissipation rate. The break-up vs coalescence imbalance is greatly affected by the flow

patterns throughout the vessel, thus producing different dispersion structures.
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3.4 Summary and conclusions

The phase inversion ambivalent curves presented in literature were simulated with different
approaches, from heuristic to machine learning models. A decision tree with a manageable
complexity level was presented, allowing to decide whether the aqueous or the organic phase
will be the continuous phase under a given condition (only valid for stainless-steel, four-
baffled vessels equipped with a Rushton turbine). The if-then rules inferred by the model
were analyzed thoroughly and a physical explanation for the PI phenomenon was offered.
More sophisticated classification techniques, like the support vector classifier and the multiple
perceptron, which provide no heuristic rules, did not offer a differential improvement in the

classification goal.

Among the regression techniques, the neural network multiple perceptron with 10 to
20 neurons in its hidden layer showed the best results in terms of its fit to the experimental
data. The number of hidden layers was found not to be an important parameter of the model.
Theoretical predictions were then made using theoretical values within the experimental range
used to fit the network. This allowed to further understand the hidden mechanisms that lie

in the phase inversion phenomenon with a tool capable of generalizing unseen behavior.

This model may continue to be perfected as new experimental findings are fed. It would
be of interest to use it under particularly different conditions where phase inversion takes
place, like polymer-polymer blends or polymer-solvent mixtures (for example, in the HIPS
manufacture process), where phase viscosities are out of range compared to traditional O/W
dispersions. Furthermore, it could be extended to O/W /surfactant systems, but it would
require to fully characterize the structure of the surface-active components, as both its con-
centration and its hydrophilic-lipophilic balance (HLB) — or surface affinity difference (SAD)
— have a major role in the PI point [337]. If enough information is gathered and used to train
the neural network model, then a much complete, comprehensive idea of the phase inversion

phenomenon could be achieved.
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Chapter 4

Phase Inversion Prediction in the HIPS
Bulk Synthesis: A Rheological Perspective

“You can cut all the flowers, but you

cannot keep Spring from coming”

Pablo Neruda

High impact polystyrene (HIPS) is a heterogeneous thermoplastic that consists of a
polystyrene (PS) matrix with dispersed polybutadiene (PB) particles which often contain
occluded PS. Depending on the rubber particle size and the number of occlusions, two typ-
ical morphologies are usually identified: a “salami morphology” (large rubber particle with
several occlusions) or a “core-shell morphology” (relatively small rubber particle with only
one large occlusion) [374]. These structures provide the material with improved mechanical

properties in comparison with general purpose PS, as discussed in Chapter 1.

The bulk HIPS polymerization process involves three main stages: a pre-polymerization
of styrene (St), a finishing polymerization, and a devolatilization. The reacting system is
homogeneous only up to 1-5% of monomer conversion [375, 376] (although these values were
determined using blends, not actually measured during the polymerization), after which PS
and PB are no longer miscible, and two phases are separated: a continuous PB-rich phase,
and a dispersed PS-St phase [377]. Some authors refer to this system as a polymeric oil-in-oil
emulsion [378]. Experimental studies — using mixtures of St, PS and PB — have shown that
St is almost evenly partitioned between both phases [374] and that each polymer separates
almost completely from the other [375], despite the high viscosity of the macromolecular
species. This incompatibility between the PS and PB chains, which is predicted in the Flory-
Huggins theory, can be improved with the presence of poly(styrene-g-butadiene) copolymers

as shown by the measurements of St-PS-PB mixtures prepared by White and Patel [379].

The mechanism and conditions that dictate the phase separation of this system have not
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been demonstrated yet. This reaction-induced phase separation (RIPS) may either follow a
binodal or a spinodal decomposition [380] and, although some authors argue that it can only
follow the spinodal line, [57-59] they report no actual measurements to support their views,
which are often based on the curing reaction of epoxy resins. These reactions are performed
without agitation and thus fail to provide the necessary energy input to favor nuclei formation
(which is the accepted mechanism of binodal decomposition [380]), and so proceed following
the spinodal. The pre-polymerization of HIPS is performed with intense agitation, which
makes it essentially different from curing reactions. As stated by Ludwico and Rosen [377],

standard agitators could easily supply the energy needed to cross the phase boundary.

As the polymerization continues to produce free PS and a graft copolymer (PS-g-PB), a
critical point is reached where the PS content is such that the mixture undergoes a phase
inversion process. Thereafter, the PS-rich phase becomes the continuous phase, and the
morphology is essentially developed, making the PI point a key moment in the polymerization
reaction. The finishing stage is carried out with gentle agitation — to preserve particle size

and morphology — and at a higher temperature.

The PI process is affected by many parameters, such as phase viscosity ratio, phase
volume fractions, rubber cis/trans content, stirring speed, reaction temperature, grafting
efficiency (i.e., the fraction of grafted St with respect to the total polymerized St), monomer
conversion, PS and PB molar weights, etc., all of which have been described empirically
by different authors [44, 50, 62, 157, 167, 378, 381, 382]. For instance, and as discussed
in Chapter 2, in simple O/W systems it was found that the higher the viscosity of a given
phase, the greater its tendency to remain as the dispersed phase [65]. In the polymerization of
HIPS, this would imply that, for two St-PS-PB reacting mixtures with identical composition
(same monomer conversion and same grafting efficiency), the one producing a PS with higher
molecular weight would invert later, as its phase viscosity would be higher (note that an
increase in the molecular weight of PS in the usual industrial range (120-300 kg/mol) [383]

would not have any effect on the interfacial tension with PB [384]).

In turn, the role of copolymers on PI is not straightforward: on the one hand, an increase
in copolymer concentration would stabilize the mixture by reducing the interfacial tension
(as observed by Gaillard et al. [385]), thus producing a finer emulsion [386] and reducing its
ability to invert. On the other hand, the compatibilizing effect would lower surface energies,
reduce interface concavity, help to form a co-continuous mixture and thus favor phase inver-
sion. These two opposing effects (increase in compatibility vs decrease in particle size) are

not always considered, but have already been observed by Willemse et al. [387].

Regarding particle morphology, several authors have suggested global relationships be-
tween particle size and variables such as stirring speed [51, 388], initiator concentration

[44, 389], rubber molecular weight (or rubber-phase viscosity) [51, 390], grafting efficiency
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[44, 47] and apparent viscosity [47]. Some efforts have been conducted to model the evolu-
tion of particle morphology during the polymerization [57, 59], but are quite constrained to
several theoretical simplifications. The influence of particle morphology in the final material
properties is well-known [391, 392] and this highlights the importance of understanding and
predicting the PI point. It is of industrial interest to optimize current synthesis recipes,
improve production performances, and reduce unnecessary costs while keeping high product

standards: a full chemical engineering challenge.

The experimental detection of the PI period remains a challenging and unresolved prob-
lem. Direct observation by electron microscopy is not possible because the monomer present
in the sample evaporates during its preparation, meaning that adequate samples are impos-
sible to produce with the present cryogenic microtome technology. Thus, only monomer-free
(or “unswollen”) particle morphologies have been observed by TEM [44, 47, 61]; and the pre-
ferred method for detecting the PI point is based on the apparent viscosity reduction [381].
After phase separation and before the PI point, the continuous rubber-rich phase is usually
more viscous than the dispersed PS-rich phase (since normally the rubber molecular weight
is higher than that of the free PS). During the inversion transition, while the vitreous (less
viscous) phase is becoming the continuous one, the global apparent viscosity first drops, and
then increases again after the inversion is completed. As described in Section 2.3 the viscos-
ity of an emulsion depends on several variables, such as phase volume fractions, interfacial
tension, and particle size, all of which are difficult to measure along the reaction. Published
mathematical models (see Section 4.3) are incapable of accurately estimating the evolution

of the apparent viscosity of the HIPS reacting mixture along the prepolymerization.

Regarding the theoretical prediction of the inversion point, some mathematical models
have been developed, as discussed in Chapter 2, but are almost exclusively for traditional
oil/water, non-reacting systems. For polymer mixtures, most of them refer to polymer-
polymer blends in molten state (usually during extrusion operations), which is not the case
of the HIPS pre-polymerization. In those models, the PI point is unequivocally determined
by the phase viscosity ratio, which is — at least — an oversimplification of this multivariate
phenomenon. Few models of the PI process during the HIPS polymerization are available.
For example, that of Fisher and Hellmann [61] is a coupled kinetic-rheological model with
simplified polymerization kinetics that assumes that PI occurs at equal phase volumes and is
fitted with experimental data unusual for industrial conditions (PS molecular weight (M, ps)
of 27 000 g/mol). The one developed by Vonka et al. [57] is thermodynamically-based (which
neglects the fluid-dynamic effects) and lacks the ability to predict PI under different conditions

(retuning of parameters is needed even with small changes in the reaction recipe).

In this Chapter, a new insight on the physics that govern the occurrence and duration
of the inversion process during the HIPS pre-polymerization is offered. This is achieved by

studying the effects of the main reaction variables on the evolutions of the apparent viscosity
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and the particle morphology. Several experiments are conducted involving different reactor
conditions, such as temperature, initiator concentration, and stirring speed. The follow-
ing variables are measured along the reaction: conversion, grafting efficiency, PS molecular
weights, morphology, and apparent viscosity. Based on theoretical and empirical aspects
regarding the rheology of emulsions, a new empirical model is developed for predicting the
evolution of the apparent viscosity of the reacting mixture as a function of phase viscosities,
before and after the PI point. The results of this work are published and available [166].

4.1 Experimental work

4.1.1 Materials

Styrene monomer was purchased from Plastiformas (Monterrey, Mexico), polybutadiene
UBEPOL was provided by Mitsubishi (M, = 610 000 g/mol, M,, = 210 000 g/mol, high cis)
and both of them were used as received. The chemical initiator, benzoyl peroxide (BPO) with
a purity > 98% was purchased from Fluka and recrystallized from a methanol /chloroform mix-
ture. Solvents N,N-dimethylformamide (DMF, anhydrous grade), methylethylketone (MEK,
ACS reagent) and tetrahydrofuran (THF, HPLC grade) were purchased from Sigma-Aldrich

and used as received.

A 3.8-liter stirred stainless-steel Parr reactor (Series N° 4550, model 4843) with an ex-
ternal heating jacket, and an anchor-turbine stirrer was used in all the pre-polymerization

experiments, while glass ampoules were preferred for the finishing stage.

4.1.2 Synthesis of HIPS

Eight polymerizations reactions of St in the presence of PB were carried out varying the pre-
polymerization conditions (temperature, agitation rate and initiator concentration) as shown
in Table 4.1. All pre-polymerization reactions were carried out at 6%-wt of PB and performed
up to a 30% conversion, using BPO for chemical initiation. First, the PB was dissolved
in styrene monomer at room temperature for 12 h. Then, the initiator was incorporated
into the reactor. The reactor was sealed and pressurized to 100 psi, stirred at the desired
speed (using an anchor-turbine configuration) and heated from room temperature to 80 or
90°C at 2°C/min. Once the desired temperature was reached, the reaction continued under
isothermal conditions (no significant heat generation was observed). The finishing stage was
carried out in glass ampoules which were placed into a stainless-steel reactor under 100 lb
inert atmosphere, at 150°C and lasted at least 12 hours to ensure full monomer conversion.

All stages, including rubber dissolution; were performed under a nitrogen atmosphere to
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prevent photo-oxidation.

Run E];olzv?; T (°C) sngg r(lrnpgm)
1 0.05 80 30
2 0.1 80 30
3 0.05 90 30
4 0.1 90 30
5 0.05 80 60
6 0.1 80 60
7 0.05 90 60
8 0.1 90 60

TABLE 4.1: Recipies of the performed polymerizations.

4.1.3 Characterization

Samples were taken along each reaction to determine monomer conversion, St grafting ef-
ficiency, molecular weight distributions, apparent viscosity and, in some cases, to analyze
their morphology. A small amount of hydroquinone was added to every sample immediately
after being taken to deactivate the propagating chains while they were introduced in dry ice
to lower their temperature. Samples taken for calculating monomer conversions were dis-
solved in toluene and stirred during 12 h. Then, St was isolated from the polymeric sample
by precipitation in methanol. Solids were filtered and vacuum-dried at 50°C until constant

weight.

Free PS was isolated from the rest of the polymeric species by solvent extraction, using a
MEK/DMF 50:50 (volume ratio) mixture. After a 12 h agitation, the mixture was centrifuged
at -20°C for 4 h at 10000 rpm. The insoluble precipitate obtained (namely PB and PB-g-PS)
was vacuum-dried at 50°C until constant weight. The soluble free PS was precipitated in
methanol, filtered and vacuum-dried at 50°C until constant weight. The grafted PS mass
was obtained from the difference between the insoluble mass and initial PB mass and the
St grafting efficiency was obtained from the ratio between the grafted and total bound St

masses.

The molecular weight distributions and average molecular weights of each polymeric com-
ponents were determined by size-exclusion chromatography (SEC) at room temperature using

a Waters 1515 chromatograph fit with a set of u-Styragel columns and a differential refrac-
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tometer detector Waters 2487 employing THF as carrier solvent. A “universal” calibration

was obtained from a set of PS standards.

Apparent viscosity was measured with a Brookfield LVTDV-II viscometer, using a LV
N°4 spindle at four different shear rates: 0.063, 0.126, 0.316 and 0.632 s-1 at 25°C. Viscosity
of PB-St solutions of varying concentrations were also measured with this device at the same

shear rates, but using the LV N°1 spindle, suited for lower viscosities.

Finally, the morphology of selected samples was examined by a scanning transmission
electron microscopy (STEM) on a JEOL JSM-7401F at 30 kV. Samples were prepared by an

ultramicrotomy technique and stained with osmium tetra-oxide (OsQOy) vapors.

4.2 Experimental results

4.2.1 Polymerization kinetics

Figure 4.1 shows the effects of BPO concentration, reaction temperature, and stirring speed
on: (a) the monomer conversion (x), (b) the weight-average molecular weight of the free PS
(My,ps), and (c) the grafting efficiency (¢). The evolution of all three variables resulted as
expected from this type of polymerization [389, 393] (ignoring the isolated outliers of subfigure
(b)): regardless of stirring speed, the reactions with the lower initiator concentration produced

polymers of higher molecular weights and lower grafting efficiencies.

It appears that temperature has a greater effect on grafting efficiency than on molecular
weight, while the opposite is observed with the initiator concentration. This is due to the fact
that the reactions involving an attack on the rubber are more thermally activated than the
initiator decomposition [393]. Stirring speed showed no appreciable effect on either variable.
Grafting efficiency measurements are somewhat scattered around a mean, which is usual given
the empirical uncertainties that arise from the extraction technique (before PI, the amount
of graft copolymer is not substantial and after PI, it is difficult to extract the occluded PS
from the PB-rich droplets, thus producing an error by excess [32]).
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F1GURE 4.1: Effect of the BPO concentration, reaction temperature and stirring speed
on the time evolution of conversion (a), PS Mw (b), and grafting efficiency (c) in pre-
polymerizations carried at 80°C and 90°C, at 30 rpm. Markers refer to each reaction as
follows: circles, 0.05wt% and 80°C; squares, 0.1wt% and 80°C; diamonds, 0.05wt% and
90°C; triangles, 0.1wt% and 90°C. Black markers: 30 rpm and white markers: 60 rpm.
Lines correspond to the predicted evolution according to the polymerization model.

4.2.2 Phase inversion points

Figure 4.2 compares the evolution of the apparent viscosity of the polymerizing mixture
for the investigated stirring speeds. For all other conditions held constant, the increase
in agitation produced mixtures with lower viscosity, except for reactions 3 and 7 (90 °C,
0.05%wt BPO), which showed almost no change. Moreover, all reactions at 30 rpm followed
an almost identical evolution before PI, and separated in two groups after PI: a high-viscosity
one (associated with the higher M, pg of reactions 1 and 3, both with 0.05%wt BPO) and a
low-viscosity one (in line with the low molecular weights of reactions 2 and 4, which were run
with 0.1%wt BPO). At 60 rpm, all curves seem to differ, both before and after PI. Sorted in
descending order, the viscosity curves would correspond to the following reacting conditions:
low temperature, low [BPO] > low temperature, high [BPO] ~ high temperature, low [BPO]
> high temperature, high [BPO].

This behavior should be explained by a change in the average droplet diameter: an
increase in agitation may favor both coalescence and particle break-up, depending on the
dispersed-phase fraction, stabilizer/emulsifier concentration and global physical properties
(394, 395]. In this case, it is likely that, given the low values of stirring speeds and the high
volume fraction of dispersed particles (both before and after the PI), the increase in stirring
speed has favored coalescence over break-up, producing larger particles and, in consequence, a
lower apparent viscosity [161]. The only reaction that showed little variation in viscosity with
stirring speed is the one carried out at 90°C and 0.1%wt BPO; in this case, the increase in the
coalescence rate may have been counteracted by a reduction in the interfacial tension caused

by an increased grafting efficiency and molecular weight. The role of copolymers on interfacial
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FIGURE 4.2: Apparent viscosity of the prepolymerizing mixture as a function of monomer
conversion. Markers refer to reaction number as defined in Table 4.1.

properties and mean particle diameter has been previously reported [396], and the present
results seem to indirectly support the following: an increase in either the concentration or the
molecular weight of the grafted PS reduces interfacial tension (up to a limit) and produces

smaller particles.

Regarding the PI point, no major effect is observed between the two stirring speeds,
except perhaps in the 80°C and 0.05%wt BPO reactions. Molau and Keskkula [378] reported
that agitation speed is vital to ensure phase inversion, but does not necessarily affect its
dynamics (a higher stirring speed will not automatically promote an earlier inversion and
vice versa). The PI periods for each run were estimated from the apparent viscosity local

maximum and minimum for each case, and summarized in Table 4.2.

T [BPO] Stirring speed (RPM)
(°C) (Yowt) 30 60

<0 0.05 12-15% 10-14 %

0.1 13-17% 15-18 %

90 0.05 10-12% 10-12%

0.05 15-18 % 15-18 %

TABLE 4.2: Inversion periods (in % of styrene conversion) for each run.

Figure 4.3 shows a closer view of the phase inversion paths for each reaction. For the
investigated temperature range, the BPO concentration considerably affects the molecular
weights of the synthesized PS and, consequently, the mixture viscosity. The beginning of
the PI process seems to depend strongly on the coupled effects of initiator concentration and

reaction temperature: a simultaneous increase of both delayed the PI the furthest. The PI
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point (viscosity local minimum) is greatly shifted towards higher conversions when increasing

initiator concentration.

The observed effect on PI is possibly due to the presence of graft copolymer in the mixture,
which is somewhat higher in the reactions at 90°C, as expected. Given that the copolymer
chains are preferably located at the interface of the rubber/PS particles [61, 389], their
effect on the polymer mixture is comparable to that of a surfactant: they are expected to
increase phase “compatibility” [47, 385, 396, 397] by reducing the surface tension of the
mixture. Under such conditions, one would expect two opposing effects. On the one hand,
by accumulating at the interfaces, the graft copolymer stabilizes the PS droplets before the
inversion, so that coalescence is thermodynamically and sterically hindered, as previously
reported with copolymers and surfactants [146, 153, 261, 273, 398]. This effect causes a
delayed inversion point due to the coagulating difficulty of the PS nuclei. On the other hand,
by providing a certain compatibility between the PS-rich and the PB-rich phases [399], the
graft copolymer favors the beginning of the inversion period: even though phase immiscibility
still holds, the influence of the dispersed phase on the mixture properties becomes increasingly

important, as surface energies are reduced and particle deformability is enhanced.

Moreover, since surface-active components tend to increase interfacial viscosity [187],
grafted PS may contribute to increase the viscosity of the PB-rich phase. In addition, if
enhanced grafting is coupled with a decrease in M,, ps (e.g. by increasing initiator concen-
tration), then a lower PS-rich phase viscosity is to be expected. These effects may favor
the inversion process since, as discussed in Section 2.3 , the lower the phase viscosity ratio
(Z—i), the easier for the low viscosity phase (i.e., the PS-rich phase) to become the continuous
phase. Besides, a decrease in the PS molecular weight, also implies shorter graft copolymer

chains. This lowers its effect on surface tension, thus favoring PI.

Both effects are probably present and competing in the reacting system, and the prevail-
ing effect will eventually have an impact on the phase inversion period in one way or the
other. On a general scale, the effect of an emulsifier on the PI of a two-phase system is not
straightforward. As decribed in Section 2.2, the experimental work available in literautre
shows different results according to the emulsion type and the emulsifier characteristics, in-
cluding the average molecular weight of copolymers [400, 401]. There is no general trend
as to whether the increase of an emulsifier concentration promotes or delays the PI point,
mainly because it is not the only variable related to surface-active components that should be
considered: its affinity towards a given phase and how it changes with operating conditions

also play substantial roles [106, 350].
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FIGURE 4.3: Apparent viscosity of the prepolymerizing mixture for each pair of reactions
at different stirring speeds. Markers refer to reaction number as defined in Table 4.1.

4.2.3 Morphology

For each reaction, samples before and after the apparent viscosity minima were observed
by TEM, to verify the occurrence of the inversion phenomenon. As an example, Figure 4.4
presents the micrographs taken for run 3 (90°C, 0.05%wt, 30 rpm) at (a) 8.2% conversion
and (b) 13% conversion. The light-gray areas represent the PS-rich phase and the dark gray,
the PB-rich phase. As observed, after PI (subfigure (b)) the particle “salami morphology”
is developed. Particle size distributions for this reaction, estimated with an image-analysis

technique, are shown in Figure 4.5.

All the images corresponding to post-PI systems were also processed with an image-
analysis technique, to estimate the fraction of occluded vitreous phase in each reaction im-
mediately after the inversion point. This was achieved by computing the areas of the image
that correspond to occluded vitreous phase and assuming a spherical geometry to convert such

areas to volumes. However, since the monomer evaporates during the sample preparation, a
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FIGURE 4.4: TEM images for Run 3 at (a) 8.2% conversion and (b) 13%.
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FIGURE 4.5: Particle size distribution for reaction 3 before and after PI.

correction is needed to determine the actual phase volumes.

Considering that the styrene is distributed between both phases with a partition coefficient

of 1 [374], the mass of monomer present in each phase can be calculated as:

mgy

Mmsty = 1 + ™PB PPS
+ pPPB MPpPS

mst

mstr = 1 + mps PPB
pPS MpPB

where subscripts v and r represent the vitreous and rubbery phases respectively. ppg and

ppp are the densities of polystyrene and polybutadiene respectively.
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This means that the weight fractions, in terms of total monomer conversion (), are:

1—=2x
w = 4.3
g )
1—
Wt = pP: — (4.4)
1_m(1_pps)+ —wpp

Therefore, the phase volumes in the presence of styrene can be calculated from the

monomer-free phase volumes:

PPB wst,r
PSt (1 - wSt,r)

V, =Vpp { + 1} (4.5)

PS west,
v;),oc = VPS,OC |:p -
PSt (1 - wSt,v)

+ 1] (4.6)
With this technique and correction factors, the internal phase ratio at the PI point may

be computed for each particle:

Vu,oc

¢oc,0 = m

(4.7)

thus producing a number distribution for each image. The result is shown in the his-
tograms of Figure 4.6 for samples taken around the inversion point. This distribution could

not be determined for reaction 4, due to the poor quality of the TEM image at that point.

From examination of this figure, it would seem that both an increase in BPO concentration
and in temperature yield particles with a higher internal phase ratio. Since both these
conditions favor the generation of graft copolymer, which acts as a surfactant, this behavior
is interestingly similar to what has been observed for O/W/O systems [347]. This means
that the mechanisms frequently studied for simple systems may also apply for this complex
monomer-polymer-polymer-copolymer mixture. This could be especially true for the role of

interfacial tension (which is seen here through the concentration of graft copolymer).

Moreover, as shown in Figure 4.7, the approximate internal phase ratio of each parti-
cle varies according to its size. The dependence also seems in agreement with previously
published results in O/W/O emulsions [347], which show that the increase in the occluded

fraction with particle size is much steeper for small particles than for large ones. This means
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FIGURE 4.6: Distribution of occluded fractions for each reaction at around the inversion
point. Vertical lines represent the mean values: dashed line for reactions at 30 rpm and
dash-dot line for 60 rpm cases.

that bigger particles may accommodate a larger number of occlusions, but as particle size

increases, this ability is less efficient. Interestingly, this behavior is observed regardless of the

reaction recipe.

All reactions show a mean internal phase fraction at the inversion point, ¢, of around

0.35-0.5, with the experiments at 60 rpm being slightly lower than those at 30 rpm.

To complete the analysis, samples were observed by TEM at complete conversion. The
effect of reaction conditions on final particle morphology is presented in Figure 4.8. The
increase in BPO concentration showed a minor effect on particle size, while an increase in
temperature produced, on average, smaller dispersed particles. This is possibly due to the
effect of temperature on grafting efficiency, which, for the investigated conditions, appears to

be more pronounced than that of the initiator concentration.
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FIGURE 4.7: Internal phase ratio (estimated by the ratio of the total area occupied by
the occlusions to the area occupied by the entire particle) at the inversion point as a
function of particle size.
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FIGURE 4.8: Final product morphology for reactions at (a) 80°C, 30 rpm and 0.05%wt,
(b) 80°C, 30 rpm and 0.1%wt, (c) 80°C, 60 rpm and 0.05%wt and (d) 90°C, 30 rpm and
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4.2.4 Rheology

The apparent viscosity measurements showed that the reaction mixture is pseudoplastic,
which is most probably due to the presence of rubber [402], since the amount of PS present
in each sample would not justify the difference in viscosity with shear rate (as per the data
gathered by Kim and Nauman [403]). As an example, Figure 4.9 shows the results of the
measurements taken with the Brookfield viscometer for reactions 1 and 4. It is worth not-
ing that, in the measured range of shear rate, the location of the PI point remains almost

unchanged.

802C, 0.05%wt, 30 rpm 90°C, 0.1%wt, 30 rpm
160 160
°
—~ —~ ®
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FIGURE 4.9: Rheological behavior of the prepolymerizing system in runs 1 (80°C,
0.05%wt BPO, 30 rpm) and 4 (90°C, 0.1%wt BPO, 30 rpm).

This pseudoplasticity may be modeled following a power law expression:

n=Ky"! (4.8)

Since the phase compositions change along the reaction, it becomes natural to adjust the
model parameters (K and n) with conversion, instead of trying to fit the evolution of the
whole viscosity curve with only two global constants. This methodology has already been
reported by Song et al. [50]. Figure 4.10 depicts the result of this procedure for the same
reactions shown in Figure 4.9. The pattern shown in the rest of the reactions is very similar

and it is not shown here to avoid redundancy.

The consistency coeflicient K shows the same shape than the apparent viscosity, with a
local minimum at the inversion point. The flow index, in turn, increases almost monotoni-

cally until the PI point is reached but, from that point, its value seems to depend on each
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reaction. Interestingly, it stays between 0.5 and 1. This shows that the pseudoplasticity of
the overall mixture tends to decrease as the reaction proceeds (at least until the inversion
point), probably because the effect of the rubber present in the system is being gradually
overcome by the produced PS. After the PI point, where the vitreous phase becomes the
continuous phase, the rheological behavior of the system is more strongly affected by the

characteristics of the St-PS solutions.
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FIGURE 4.10: Evolution of the power law model parameters for reactions 1 (80°C,
0.05%wt BPO, 30 rpm) and 4 (90°C, 0.1%wt BPO, 30 rpm).

4.3 Empirical model for the evolution of apparent viscosity

For given reaction conditions (i.e., polymerization temperature, initiator concentration, stir-
ring speed, etc.), phase inversion will occur at a defined conversion range and, if the vitreous
phase is less viscous than the rubber-rich one, the apparent viscosity of the mixture will go
through minimax points, as the ones shown in Figure 4.2, Figure 4.3 and Figure 4.8. The
evolution of such curves (before and after the PI) was predicted by the following methodology,
which is divided in two modules: one concerning the prepolymerization kinetics and another

involving the viscosity evolution.

4.3.1 Polymerization module

The batch and bulk polymerization of HIPS was mathematically modelled following Estenoz
et al. [389]. The model is based on a kinetic mechanism that assumes homogeneous poly-
merization and involves chemical and thermal initiation, monomer propagation, transfer to
monomer and to the rubber, and combination termination. This mechanism is described in
Table 4.3. The autoacceleration or “gel” effect is taken into account by following Hui and

Hamielec [404], that is, by making the rate constant of the combination termination to de-
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pend on conversion. The set of equations are presented in Appendix B, and were solved with
a standard Rosenbrock formula, suited for stiff and nonlinear ordinary differential equations.

To integrate the expressions for the M, pg, an Euler method was employed.

The model was adjusted to fit the measurements of St conversion, M, pg, and grafting
efficiency; and was used to provide the viscosity equations with smooth evolutions of M,, ps

and (, thus obtaining continuous theoretical curves.
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Proposed kinetic mechanism Nomenclature
Inititation St Monomer
3 St Ko, o Sy Sy Monomer radical
Iy ke, 2T I Initiator
I' + St s, St r Initiator radical
I'+B e, Pg B Unreacted butadiene unit
P+ St kg p: P lf)’;?;;}; ;ajrll(i:?l produced by attack to a
Propagation Py Copolymer radical with one styrene unit
S+ st ko S p Co.polymer .radicz?d with n repetitive

units of St in active branch

P, + St o, Poiq Sy Free PS radical with n repetitive units
Transfer Sh PS with n repetitive units
S, + St LU S, + 5S¢ P, Copolymer with n repetitive units

k
P’ +St —> P, + S
k
P; 4+ St —~> B+ S/
. k .
Si+B —= S, +P;

k
S.+P, —==8S, +P;

Termination
. o ke

Sp 4 S, —— S, m
. o ke

Sn + Pm : Pn+m
. . ktc

Pn + Pm Pn+m
. . ktc

P, +P; —< P,
. o kic

S, +P; —— P,

P; 4+ P; —<- B

TABLE 4.3: Proposed kinetic mechanism of styrene polymerization in presence of rubber.
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4.3.2 Viscosity correlation module

In emulsion theory, the emulsion viscosity is higher than the continuous phase viscosity, due
to the contribution of the dispersed phase viscosity, the average dispersed particle size, and
the dispersed phase volume fraction, as described in Section 2.3. On these grounds, it is
suggested that the viscosity curves of the reacting system should follow that of a PB-rich
continuous/PS-rich dispersed emulsion before PI, and then that of a PS-rich continuous/PB-
rich dispersed emulsion after PI. More precisely, by considering the PS droplets occluded
in the PB-rich particles after the PI point, this mixture actually consists of a PS-rich/PB-

rich/PS-rich double-emulsion.

Therefore, in order to compute the apparent viscosity using the results of the Polymer-

ization module, the following three aspects have to be considered.

4.3.2.1 Dispersed phase fraction

For the system after the inversion point (PS-rich continuous), the dispersed phase fraction,
¢4, may be calculated from both the rubber-rich phase fraction ¢, and the initial internal

phase fraction ¢, 0, as follows:

Vi

R

(4.9)

where V), is the total volume of dispersed particles, V;, is the volume of the vitreous (PS-
rich) phase and V, is the volume of the rubber-rich phase. The former may be computed

considering additive volumes, as:

oc oc
mppB | Mg, mgy, m
A e He i
pPB PSt PSt pPPS

(4.10)

where the superscript oc refers to the occluded phase, which can be computed from the
initially engulfed vitreous phase (that is, at the inversion point) and introducing a shifted

conversion, x', to compute the PS mass produced inside the droplet from that point onwards.

o MSt(z=zpr) — MSt(z) 1 1-=z
MSt(z=xp;) 1 —apr

(4.11)

Using this definition and assuming that the propagation rates are similar in each phase,
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Eq. 4.10 turns into:

msto WpR (m%i,vo + mSt,TO) (1 - 1'/) mOPcSO + <m%6t,v0 + mSt,rO) a/
V, = + + (4.12)
ppe \1—wpp pSt pPS
msio ([ wWpB (1-2) a2 mpgo
V, = + (m%; 0 + Mstro { + + 4.13
" ppB <1 - wp3> (mivo 6ro) pst pPs pPs (4.13)

where subscript 0 refers to the PI point (which is time zero for the occlusions).

Combinig Egs. 4.4-4.13 and introducing the initially occluded phase fraction (qboc,o = V“T;"O>
yields:

m w
v, = St0 ( PB ) n
pprB \1—wpp

‘/;“ ¢oc,0 / /
t=2pr I—doc.0 Tpr 1—=x T
“—— +msw (1 —xpr) [ 1- + +
1 1—wgy¢ o Tpr + PPS wpB PSt PPS
PSt  PPSWStw gy, ppB \ 1-—wpB

oc
Mpso (4.14)
pPs

where V| w=zp; 18 the volume of the rubber-rich phase at the inversion point, zp, and is

calculated as:

Vel =

T=TpPr

msio (1 —2pr) |1 — Y
( wpr+2ES (2R ) | st ( wrB ) (4.15)

Pst ppe \1—wpp

Similarly, the occluded PS at the inversion point is:

¢oc,0
mo. — W|x:wP1 L—¢oc,0 1- wstv”|x=xPI (4.16)
P50 1, 1=wsiw WSt geg ;s '
PSt PPSWSt,v r=xp]

Finally, the total volume of each phase is easily computed from the weight fractions in
Egs. 4.3 and 4.4:
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1 PB 1—=x
V’U - mStol' + p wpR (417)
pps  pst \ ppe(1—2)+ 2L ppg
wpR 1 pPS l—x
Vi = mso ¥ oen (4.18)
—wpB |PPB  PSt \ PPBT + 1, - PPS

The dispersed phase fraction after the PI point is thus computed between Eqgs. 4.14, 4.17
and 4.18. Using these equations implies knowing the location of the PI points beforehand,
which means, unfortunately, that predicting this key moment from the evolution of these

viscosity curves is strictly not possible.

Before the PI point, the calculation is straightforward since no occlusions are observed
Vy

and the dispersed phase is the vitreous phase: ¢g = ¢, = ———.
Vo + Vi

4.3.2.2 Shear rate

Given that this mixture is non-Newtonian (as described in Figure 4.9), the next aspect to
consider before calculating the viscosity of each phase (and that of the entire mixture) is
the shear rate, 4. However, since the PI point was seen to be little affected by it, the
viscosity prediction may be performed choosing any rate and keeping it constant throughout
the calculation. In this case, based on the quality and availability of the experimental points,
the set of curves at 3 rpm (0.632 s!) was chosen for this fitting procedure. In any case, if the

available information is at a different rate, only the model parameters need to be changed.

4.3.2.3 Apparent viscosity model

Several equations have been developed over the past 60 years to model the viscosity of emul-
sions. The most relevant for the system under study (summarized in Table 2.2), were tested
against the experimental data at 0.632 s"'. When possible, the adjustable parameters were
modified to fit the measured values. However, none of the equations showed good fitting

results, mainly for the following two reasons:

1. All these models were fitted with systems whose continuous phase viscosity, 7., is con-
stant (i.e., the continuous phase is always the same liquid), which is not the case in
this reacting system (7. = Ne(a, My, p B)) as styrene is transferred from the continuous to

the dispersed phase as the reaction proceeds

2. None of the equations include a particle size effect, which is key to understand the
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differences between the observed viscosities at the studied stirring speeds. In this work,
this effect is contemplated through the concentration of graft copolymer, which is the
responsible for altering the particle diameter during the reaction (at a given stirring
speed) as, behaving like a surfactant, it modifies the interfacial energy of the polymer-

izing system.

Analyzing the equations in Table 2.2, the relative viscosity (77—6) is seen to be an increasing
function of the dispersed phase volume fraction. In the reacting system analyzed in this
work, this is not necessarily the case, since the viscosity of the mixture increases during the
polymerization both because the continuous phase becomes increasingly viscous and because
new dispersed phase is formed. Since the continuous phase changes at the PI point, the

fitting of the experimental data is done separately before and after PI.
a) Before PI

Figure 4.11 shows the evolution of the relative viscosity for each reaction before the PI

1. As observed, none of them

point, as measured by the Brookfield viscometer at 0.632 s
is strictly increasing. Based on the non-monotonic evolution of this curve, the following
empirical correlation for the apparent viscosity of the system before PI (7,.) was derived and

adjusted to fit the experimental data:

Nre = Ny (1 + ctMwps®wps— g ¢y exp {cay,®}) (4.19)

where ¢, is the vitreous phase volume fraction, wps_4 the weight fraction of grafted PS,
M,, ps the PS molecular weight in kg/mol, and 7, the rubber-rich phase viscosity in cP. The
latter was found to fit the following expression, where wg; , is the weight fraction of styrene,

4 is the shear rate in s'' and 7, is the viscosity in cP:

In(n) =a(l—ws,)+ B (4.20)
where
a = 38.7[1 — exp (—1.6974%)] (4.21)
2.4589
B=—""" 4923387 (4.22)

© 4 +0.3472
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A very good fit is observed between the predicted evolution of Eq. 4.19 and the exper-
imental data in Figure 4.11. The derived correlation accounts for the changes in interfacial
properties (and consequently, particle size) through the weight average molecular weight of
the grafted PS branches and the copolymer concentration (here behaving as a surfactant).
Accounting for the stirring speed effect is more troublesome and the adjustable parameters
(c1, c2, c3 and ¢4) are here reported for each agitation rate studied. With a sufficiently high

number of stirring speed values, this correlation could be certainly improved.
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FIGURE 4.11: Relative viscosity of the polymerizing system before phase inversion, at
the investigated stirring speeds. Markers refer to each reaction number, as in Table 4.1.

b) After PI

For the already inverted systems, the volume fraction of the discrete phase, ¢4, must
contemplate the occluded continuous phase. Following the set of equations shown in Section

4.3.2.1, this volume fraction is readily computed, and is further related to the rubber-phase

¢r

fraction through ¢g = 1= o

The empirical correlation for the mixtures after PI resulted in:

Noe = My (1 + csMwpsTwps—g®da) (4.23)

where M, ps is the weight-average free PS molecular weight (in kg/mol), wpg_g4 is the
grafted PS weight fraction and ¢4 the dispersed phase volume fraction. 7, (in cP) is the

viscosity of the vitreous phase, computed using the correlation by Kim and Nauman [403]:

o = Mo (4.24)

< 1.2 .
Tov™Y
<1 + 35000)
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where 79, (in cP) is the viscosity at very low shear rates and is calculated with the

following equation, by the same authors (T in °K):

1109
Now = 1000 exp{—11.091 + =5+ MY [12.032@3570 — 19.501wpg,,+

. 1 .
2923w%5w—%11(—1327wp5w-+1359w%sw-%3597w%&v)}} (4.25)

¢) Model adjustment

The model parameters were adjusted to fit the viscosity curves for each reaction. Pre-
dicted evolutions are represented in Figure 4.12, where a general good agreement with the

experimental data is observed.

The values of the adjusted parameters are listed in Table 4.4 (parameters for the poly-

merization module were taken from literature [389, 405, 406]).

Parameter 30 rpm 60 rpm
Cy 2733.4 1193.6
Co -0.1912 3.0425
Cs 0.6514 3.1961
Cy 12.3988 19.5266
Cs 2.9554 1.4520
Cs 0.0764 0.0016
Cr 1.3954 2.5234
Cg 0.0128 0.7786

TABLE 4.4: Model parameters implemented in the viscosity correlations.
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FIGURE 4.12: Predicted evolution of the apparent viscosity of each reaction mixture.
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4.4 Theoretical results during the PI process

Combining the results of the polymerization module and the viscosity correlations developed
in the previous section, some interesting properties may be compared between each reaction
at the onset of the inversion process. Some of the physical parameters associated with this
phenomenon are the dispersed phase volume fraction, ¢,, the phase viscosity ratio, r, and the
grafting efficiency, ¢. Figure 4.12 shows the predicted values of such parameters during the
polymerization. The experimental apparent viscosities and the PI region have been added as

a visual aid.

As observed, none of the inversion periods begin at equivolume conditions, a criterion
that is commonly adopted on theoretical grounds [61, 376] but is evidently far from being
correct. Furthermore, the system that inverts the latest (reactions 4 and 8) show the lowest

phase viscosity ratios and the highest grafting efficiencies.
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FIGURE 4.13: Predicted system properties during the phase inversion process. White
markers correspond to viscosity measurements at 60 rpm, while black markers at 30 rpm.
They are included in the figure as a visual aid.
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4.5 Summary and conclusions

The polymerization of styrene in the presence of PB was studied under different reaction
conditions, focusing on the phase inversion phenomenon through the evolution of the appar-
ent viscosity of the reacting mixture along the prepolymerization. The results show that it
is possible to predict the evolution of such viscosity before and after the PI process. The
description of the co-continuous transition remains a challenge, but it is likely that, if enough
experimental evidence were gathered, a comprehensive model could be developed to accu-

rately predict the evolution of the entire curve.

Empirical correlations were developed for predicting the viscosity evolution of the St-PS-
PB mixture during the polymerization of St under the investigated conditions. The proposed
equations accurately describe the apparent viscosity before and after the PI period, as the
system behaves like a polymeric oil-in-oil emulsion. Naturally, the adjusted parameters are
valid under the reaction conditions investigated; should these change considerably, the fitting
procedure would have to be performed again to obtain a different set of values. These
correlation themselves are not the prime goal of this work, but rather the methodology

followed to obtain phase behavior predictions.

According to the available measurements, the most important parameters that affect vis-
cosity curves were phase composition (a function of conversion), the occluded phase fraction
(after PI) and overall particle size, whose effect was deemed to be the result of stirring
speed, M, ps, My pB, and the copolymer weight fraction. Since the mixture presents non-
Newtonian behavior, the analysis was performed at a (chosen) constant shear rate. For
different shear rate values, the adjustable parameters and continuous phase viscosities should

be recalculated.

The challenge of predicting the mixture viscosity after the PI point lies on the fact that
the dispersed phase fraction depends both on the initially occluded continuous phase and
on the amount of rubber-rich phase present at that moment, which is itself a function of
the St conversion at the inversion point, zp;. Thus, estimating the PI period for a given
polymerization only using viscosity models was proven unviable. However, validating such
models with real quantifiable data could set the basis for a better understanding of the

complex physicalchemistry that govern the PI process.

According to the presented experimental results, the produced graft copolymer plays a
major role on the dynamics of the phase inversion process of this system. A reduction in
interfacial tension causes dispersed particles to be prone to interfacial deformation, which
may lead both to larger or smaller particles depending on the relative effect on coalescence
and break-up frequencies. It is then conceivable that there is an optimum recipe where phase

inversion occurs readily at low conversions, produces a desired particle size distribution, and
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minimizes the use of rubber by increasing the amount of PS occlusions. Further experimental

results are required to validate this conjecture.



Chapter 5

Phase Inversion
Prediction in the HIPS Bulk Synthesis: A
Fluid-Dynamic Approach

“Nature’s standard operating procedure,
pairing a population explosion with a

population crash”

Alfred W. Crosby

One of the most accepted mechanisms that explains the phase inversion process in a
dispersed system is the imbalance between the coalescence and break-up of the discrete par-
ticles. Although other approaches have been studied (as reviewed in Chapter 2), the intuitive
physics behind this mechanism makes it perhaps the most popular. After showing that it is
not possible to predict the PI point during the HIPS bulk polymerization by forecasting the

evolution of its apparent viscosity, a different technique is essayed in this Chapter.

The idea is based on the coalescence vs break-up imbalance, which is the result of the
coalescence frequency rapidly overcoming the breakage one at the onset of the inversion point.
Both frequencies depend on the physical properties of each phase and, most importantly, on
the particle sizes. This means that, for a given initial particle size distribution (PSD), if the
particle-particle interactions are computed as a function of time, the number of particles of
a given size may be calculated. That is, the evolution of the particle size distribution may

be simulated along the reaction. This shall be achieved by performing a population balance.

The population balance equation (PBE) has been used for years to predict the evolution
of a characteristic feature held by any discrete set, ranging from particle size in an oil-
water emulsion [207] to cellular age in a biological mitosis process [407]. Based on the

Reynolds transport theorem, the population balance equation describes the rate of change of
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a continuous density function f(z .4 for a given particle state (x), both in time () and in
a spatial coordinate (7). The state of a particle is given by the characteristic property upon

which the balance is performed.

Let ©, and €, be the domain of internal states and the domain of external coordinates
respectively. Consider any extensive property p of a single particle with state x, located at
r, and an aribitrary domain S in the particle space continuum at time ¢. This domain
comprises a subdomain Sg;), which is in {25 and a subdomain S;.(;)y which is in €2,. The

total amount of the considered property p in the domain S, denoted P, evolves with time as:

P<t) :/ / f(:c,r,t)p(:z:,r)dv;"dvx (51)
Sa(t) /Sr(t)

Making use of the Reynolds transport theorem [408], the rate of change of Eq. 5.1 is:

B, ) . .
9P _ / / [@f) +V,  Xpf+V, Rpf|dV,dV, (5.2)
o Js,y s,y L Ot

where V- and V,- are the divergences of the internal and the external states respectively.
X is the rate of change of the particle state in its internal coordinates, and R, the rate of
change in the spatial coordinates. This means that the term f(x,r, t)X represents the flur of
particles deforming through the internal coordinate space, where X is the velocity at which
particle state is changing in the continuous particle state vector. Usually, this is associated

with particle growth (or shrinkage).

The total number of particles in the domain S can change either because new particles
are “born”, or existing particles disappear. These phenomena are usually referred to as birth
and death processes. For example, in the context of an agitated liquid-liquid dispersion with
inter-phase mass transfer, one may choose particle volume as the desired particle state; then,

the birth and death processes could be the reult of:

e Particle coalescence: if two particles of volumes v and v’ coalesce, those two “die”

and a new particle of volume v + v is “born”.

e Particle break-up: if a particle of volume v breaks-up into two smaller particles of

volumes v" and v — v/, then the former diseappears and the latter are born.

e Nucleation: new particles can appear as the result of a nucleation process, and are
usually of minimal size. If it is the case, this is a process that occurs only at the

boundary of the internal state space.

e Dissolution: if mass transfer is occurring from the dispersed to the continuous phase,
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then particles may be considered to disappear at zero size due to a dissolution process.

Let f(zr¢) be the number density function of particles of state & per unit volume of
physical space at time ¢t. Assuming that there is a net birth rate of particles, denoted

Y(a,r,1), Per unit volume of particle state space, the conservation of particle number is:

)
ot s

x(t)

/ Fom iy dVedVi = / / BowndVdV, (5.3)
Sr(t) Sz(t) V5,

r(t)

The left hand side of Eq. 5.3 is the right hand side of Eq. 5.1 with p = 1. Therefore,
using Eq. 5.2:

/ / [W+V1-Xf+VT-Rf—T/) dV,.dV, =0 (5.4)
() st L O

Given that the domain S has been chosen arbitrarily, Eq. 5.4 implies that the integrand

should be zero, thus yielding the population balance equation:

AR SRR T (5.5)

This equation is naturally a general case and must be supplied with initial and boundary
conditions to be solved. Its application in the particular case of the bulk polymerization of
HIPS is developed in the next sections of this Chapter.

5.1 Model development

Prior to applying Eq. 5.5 to the particular case of the polymeric system of this thesis, the

following is considered:

e The dispersed phase that is object of this study is the vitreous phase (PS in St) of the

polymerizing mixture up until the phase inversion point.
o Particle state is chosen to be the particle’s volume, v.

e The rate of continuous change in particle state space, X () shall be noted V;,(U’t) and will
consider the shrinkage of particles due to volume contraction during the reaction, and
the growth of particles due to the flux of styrene from the continuous to the dispersed

phase.
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e The polymerization reactor will be considered to be perfectly mixed, thus eliminating

the need to compute R.

e Even if they polymerizing system is homogeneous in the initial stages of the reaction,
the model computation shall consider an heterogeneous system all along. The short
period in which the system is homogeneous is considered not to have an effect on the

location of the PI point.

e An initial particle size distribution shall be supplied as initial condition, but no further
sources of new particles shall be considered (i.e. nucleation rates shall be considered

negligible).

5.1.1 Heterogeneous bulk polymerization

The total volume of the vitreous phase changes along the polymerization for two main reasons:

1. Volume contraction, since the PS density is higher than the St density, causes the

disperesed phase to shrink along the polymerization.

2. Thermodynamic incompatibility between the PB and PS chains forces St to migrate
from the PB-rich phase to the PS-rich phase so as to keep a partition coefficient approx-

imately constant. This effect causes the dispersed phase to grow during the reaction.

Since both these effects change along the reaction, a heterogeneous bulk kinetic model is
required. This model will also serve the PBE with the evolution of the physical properties
needed to compute the birth and death processes, since they depend on monomer conver-
sion, PS molecular weights and grafting efficiency. The main hypotheses considered before

developing the model are the following:

1. The flux of styrene from the continuous to the dispersed phase serves to transfer the PS
propagating radicals in the rubbery phase to the vitreous phase. However, copolymer

molecules or copolymer propagating radicals are left in the rubber-rich phase.
2. The flux of styrene is envisaged to keep the partition coefficient as close to 1 as possible.

3. Each phase follows the same kinetic mechanism that the one shown in Table 4.3, but
rate constants are allowed to differ between each phase. This is especially considered for
the termination rate constants, since the gel effect may vary, according to the polymer

concentration in each phase.
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Considering these hypotheses and assuming additive volumes, V, is derived from its defi-

nition:

V, = + —= (5.6)
where mg;, and mpg represent the rate of change of the styrene and polystyrene masses
respectively.

Accepting the “long chain approximation”, by which St is mainly consumed in the prop-

agation reactions, these rates of chage are calculated as:

%(m&v ) = —kpo[St][S; Vo Mgy + F (5.7)
& (mps) = kyulStSLIVMsi + kyrlSt] (7] + [P]) V, Ms, (58)

where subscripts v and 7 represent the vitreous and rubbery phase respectively. The term
F is the mass flux of monomer transferring from the continuous phase to the dispersed phase.
[St] and [St’] stand for styrene and styrenic radicals concentrations respectively. [P’] is the

concentration of propagating copolymer radicals.

The St consumption in the rubber-rich phase is:

< (mst,) = ~kp[S61(15;] + [PV My — F (59)

The flux of transferred styrene, ', is calculated so that the equilibrium partition coefficient

is satisfied at all a times:

[Stv] = [Str] (510)
- (mPB N mStr> — <mps N msn) (5.11)
PPB pSst pPS pst

Expanding and differentiating both sides:
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e, —PB = jng, TP 4 g, TES (5.12)
PPB S pPS
Using Egs. 5.7, 5.8 and 5.9:
(= BpMsiVo) mps 7 = — (F 4+ RpeMsiVr ) mps + mse, [(RpoVa+ BprVs) M)
(5.13)
from which:
. [(’msn + mPB%) RpyVy + (mst, — mps) RprVr]
b= Mg, (5.14)

mppbES + mpg

Where Rp, and Rp, are the polymerization rates of the vitreous and rubber-rich phase

respectively. Using the volume phase fractions (which only depend on monomer conversion):

1- v
. [(msn + mPBZ%;) Rpy + (mgt, —mpg) Rpr(qbqb)
F = v MgV, 5.15
mpptls + mpg 5t (5.15)

Finally, the flux of monomer that is received by one droplet of volume v, F(v), is simply
Eq. 5.15 evaluated at V,, = v. This way:

Flpy=F— (5.16)

v

Therefore, the rate at which the volume of a given particle changes is:

Viwy = [kpv[Stv][S;] <1 - 1) M+ ——| (5.17)

PPS  PSt pstVa

The fact that this rate of change is proportional to the particle’s volume (note that
the term in square brackets of Eq. 5.17 is solely a function of time) is advantageous for the
implementation of the population balance equations, as will be shown in section 5.2. The rest
of the heterogeneous model follows a similar mechanism than the one discussed in Chapter 4.
The remainder of the equations are described in Appendix C, where a more detailed balance

for each radical species can be found. In the implementation of the model, for simplicity, the
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propagation and transfer reactions rates in each phase were assumed equal.

A qualitative representation of the mass partition between each component of the system,
as well as the theoretical evolution of the vitreous phase volume (Egs. 4.1, 4.2 and 5.9), is

shown in Figure 5.1:
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[ IpB
- = = = Volume of vitreous phase
0
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Conversion (%)

F1GURE 5.1: Distribution of masses between each component of the system.

5.1.2 Population balance

Considering Eq. 5.5 with the hypotheses stated at the beginning of Section 5.1, the population

balance equation for the bulk polymerization of HIPS is:

af(v,t) o /-
ot + D) (‘/(v,t)f(u,t)) - 7’ZJ(“vt) (5.18)

Here, f(y) is the number density function of vitreous droplets of volume v per unit of

physical volume at time ¢. With this definition, the total number of particles at a given time

is:

Ny = VT(t)/O fw,pydv (5.19)

where Vp is the total volume of the polymerization reactor (V, + V,).
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The net birth of particles, 1, ), shall be broken down into the sources and sinks that

represent the break-up and coalescence of particles:

8f(v,t) 0 . n _ n B
BN + 7 (V(v,t)f(v,t)> = B(v,t) — B(v,t) + C(v,t) — C(v,t) (5.20)

where superscripts + and — represent the source and sink terms respectively.

Regarding the breakage process, these terms are defined as follows:

BE:,t) _/ 9b(v/)wb(v/)f(v/,t)ﬁ(vw)dvl (5.21)

B, 1y = Wow) f(u) (5.22)

where 6j,,/) represents the number drop distribution of daughter drops after break-up of a
particle of volume v’. In this case, only binary break-up shall be considered. Thus, Op(vry = 2.
The term wy(,) is the break-up frequency and represents the fraction of particles of volume v
that are breaking per unit time. Some of the available models are found in Table 2.5. B,
stands for the probability density function of droplets of volume v generated by break-up of
a particle of volume v’. A summary of the available models to compute such functions are
shown in Table 2.6.

The total number of particles breaking per unit time is then:

Dy = VT(t)/O Wh(w) f(,1)dV (5.23)

In turn, the source and sink terms for the coalescence process are:

C(f,,t) = /0 wt:(v—v’,v’)f(v—v’,t)f(v’,t)dvl (5.24)

C@,t) - f(v,t)/o wc(u,u')f(v/,t)dv' (5.25)

where 6. is the number of times identical particle pairs undergoing coalescence have been
considered. In this case, the collision of only two particles at a time will be studied. Therefore,
0. = 2. The term w,, is the average coalescence frequency per unit volume between

particles of volumes v and v — v/, and is usually the product of a collision frequency (weq)
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and a coalescence efficiency (A.). A summary of the available models to compute these are
presented in Tables 2.3 and 2.4.

In Eq. 5.24, the product f(,_y ) f(r) is @ “closure approximation” that represents the
number density of pairs of particles of volumes v and v'. The actual density function is
usually unkwnown and this approximation is frequently used, which considers that there is

no statistical correlation bewteen particles of volumes v and v — v’ at any time ¢ [409].

The total number of pairs of particles coalescing per unit time is then:

Qc(t) = VT(t) /0 f(v,t)/o wc(v,v’)f(v’,t)dvldv (526)

Eq. 5.18 then reads:

O fw,1)
ot

d /- o0
+ % (Vv(”’t)f(”vt)> = 2/1) wb(v’)f(v,t)ﬁ(v‘y/)dvl — wb(v)f(m)

N | =

+ /0 wc(va’,'u’)f(vf'u’,t) f('u’,t)dvl - f(v,t) /0 wc(v,v’)f(v’,t)dvl (527)

5.2 Implementation

The population balance of equation 5.27 is a hyperbolic partial differential equation. Several
methods are available to solve such equations [410-413]. In this case, a moving pivot technique
that is a combination of two methods proposed by Kumar and Ramkrishna [414, 415] is
selected. The time variable is discretized in the same intervals used during the computation
of the kinetic model. This way, all the information provided by that module is used in a

consistent way in the solution of the PBE.

The state variable (v) is discretized into adjoining size ranges, as shown in Figure 5.2. The
ith bin is associated with its smallest size, of volume v;. The continuous interval [v;, v;;1)
is then represented by a characteristic particle volume u;, called the ith pivot. Any volume
belonging to the interval can be chosen. In this case, since particle diameters are expected to
cover a wide range of sizes (from nm to cm), a logarithmically spaced grid is used, and the

pivots are placed at the midpoint of each interval (in log scale).

Eq. 5.27 follows the evolution of the number density for an observer moving at a velocity
equal to the particle growth rate; then, the grid boundaries and the pivot also move with

such a velocity:
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d’UZ‘ .
dvigr -
pT Viwizr) (5.29)
dui .
= Vi 5.30
) (5.30)
U, Uit
[ R | | | | | | | |
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FIGURE 5.2: A discretized moving grid.

The discretization of the size variable into a grid with pivots means that the number

density function can be expressed as a collection of Dirac’s delta functions:

NI
fwp = Z Nit)O(w—uy) (5.31)
=1

where Ni(t) is the average number of particles in the ith interval at time ¢, and NI is the

total number of intervals in the grid.

The source of particles due to either breakage of larger particles, or to coalescence of
smaller ones, must contemplate the fact that these processes may generate particles of sizes
different from the chosen pivots. In that case, an assignment criterion must be defined to
correctly compute the birth of particles due to this processes. In other words, if a droplet of
volume u; < v < u;4+1 is to be born, it is necessary to define a way to distribute the newborn
particle between the pivots such that both number and mass of particles are preserved. Kumar
and Ramkrishna [416] have suggested a procedure that guarantees such a preservation, thus

making the computation physically consistent.

The source term due to breakage is then computed as:
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NI

o0 N - Yoy —ui Wit i — v
2 / (o) Sy Bty v = 2 W) N [ / — f(v,uj)dv + / ———Bouyd
v Ui—1 Uj

Uil — Uj
(5.32)

j=i

where the first term inside the square brackets represents the contribution to the ith pivot

of the particle births in the interval (u;—1,u;), where as the second accounts for the births in

(Ui, Ui-i-l)'

The sink term is more readily computed:

W) F(o.t) & Wh(u) Nice) (5.33)

In turn, the source term due to coalescence of smaller droplets is discretized as:

1>j>k
1 /v 1 -
3 /0 Welo—v' ) fo-vr ) fror )V = > <1 - 25(uj—uk>> Veug ) Nj0) Ni()

wi—1 Sujtug<uitl

(5.34)

where 0(,) is Dirac’s delta function (here used to avoid computing repeated pairs of

particles that undergo coalescence) and v is the allocation function defined as:

Ui + Up — Uj—1
<= Ui—1 < Uj + up < Uy

Ui — Ui—1
U= (5.35)
Ui+1 — (U; + Up
i+1 = (4 ) w; < Ui+ up < Ujpq
Uj+1 — Ug

In the implementation of Eq. 5.34, the domain upon which the sum is performed would
have to be calculated at each time step. However, since the pivots change with time as per
Eq. 5.30, which in this case is computed with Eq. 5.18, the inequalities do not change with
time at all given that Vj, is proportional to v [414]. Thus, it will be necessary to compute

such domain only once during the numerical solution.

Finally, the sink term due to coalescence is computed as:

. NI
fwp /0 We(wur) Sy 80" = Nity D efus,u) N0 (5.36)
j=1

(%
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Turning to the solution of Eq. 5.27, the change in the total number of particles in the ith
bin is obtained by integration between v; and v;;1 after performing the product derivative

rule on the growth term [415]:

Vit df, 1) Vit1 v y Vit1 Vit1
/ 7t — —=dv +/ Jw,) dv %) o —/ / Wo(w) S (w,) Boforydv’dv— / Wh(v) f (v, dv
' Vi+1 1 , Vi+1 oo o ,
+ /v 5 /D wc(v—v/,v’)f(v—v’,t) f(v’,t) dv'dv — /v f(v,t) /0 wc(v,v’)f(v’,t)dv dv (537)

where

dfwsy  Ofwe)  Ofwp) «
i - o e (5-38)

Solving the second term of the left hand side of Eq. 5.37 by parts yields:

vit1 df(v t) it Vit . 6f(v,t) vitt o
/‘v. dt —=dv +f | —/v. Vv(v) o0 dv = /U 2/1} Wb(vl)f(v7t)6(vlvl)d'l}’dv

Vit1 Vitl 1 [V , vit1 oo ,
—/U_ wb(v)f(v,t)dv"f'/v. 2/0 We(v—o’ ') (w—v' 1) F (o1 1) AV dv—/v. f(v,t)/o We(va') [ 4)dv' dv
(5.39)

Combining the first and third terms of Eq. 5.39 and using Leibnitz rule, the final popu-

lation balance equation for the ¢th bin is obtained:

d Vit+1 Vi1 Vit+1
¥ [/ fw, t)dv] / / Wo(v') f(w,t) Blojwrydv'dv / Wy(v) f(v,6)dVv

Vi1 1 Vi4+1 o8} ,
/ / We(v—v' v’)f(v v’ t)f(v’ t)dv dv — /v f(vt / wc(v,v’)f(v’,t)dv dv (540)

which, using the discretizations suggested in Eqgs. 5.31-5.36, results in:
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sz(t) M ~ iy — Ui—1 Wit1 Uj+1 — U ~
=2 @) N gy e @Ot s = D | = Ni)

dt j=i i1 Wi T i1 u; Ui+1 — Uy
i>5>k 1 NI

+ ) (1 - 25(uj—uk>> Vefuy ) Nio Newy = Nie) D @etuiuy) Niwy - (5:41)
Ui—1 Sujtup<uiq j=1

The pivots positions change with time due to growth as per Eq. 5.30. Eq. 5.41 is ready
to be solved when coupled with the corresponding boundary and initial conditions. In this
case, since nucleation is taken to be negligible and there are no particles of infinite mass, the

boundary conditions are stated as:

“/('Uminyt) f(vminat) = O
f(v'maz) = 0

(5.42)

The initial number density functions for each reaction are considered to follow a lognormal
distribution with parameters p and o, with respect to particle diameter, as many dispersed

systems (both polymeric and O/W) have shown such a behaviour [417-419]:

fo.0) = Nofo,a) (5.43)

where

Y
f(o,d) = da\l/% GXP{—W} (5.44)

In terms of particle volume, if spherical geometry is considered, the number density is:

(ln (61}/7r)1/3 - ,u)2
exp{ — 557 (5.45)

- 1
- Np———
0 3voy/ 21

fo)

6
which means that it is a lognormal distribution with parameters In <) — 3p and 3o.
T

NO is the number of particles at time t = ¢y (the time at which the system is considered to

phase separate) per unit volume of reacting mixture, which is calculated as:
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s Vo(t=to)
Ny = < S (5.46)
VI (i=to) Z [ / [ (v)dU:| U
i=1 -

5.2.1 Choice of kernel functions

As discussed in Section 2.4.4, there are several available equations to compute break-up and
coalescence frequencies. None of the cited have been used on the HIPS bulk polymerization
to date. However, some have been used in other polymeric systems [205, 291], which helps to
establish a decision criterion. As a general rule, those expressions that have been developed
for bubbles in liquids are disregarded, leaving preferably those that are employed in liquid-
liquid dispersions. It is also desired to use equations that take into account the majority of
the discussed effects on both particle break-up and particle coalescence. That is, expressions
that show a dependence on both phase densities, both phase viscosities and on the interfacial

tension.

5.2.1.1 Break-up

The choice of the breakage frequency seems to be narrowed down to the work developed

originally by Narsimhan et al. [283] and continued by Alopaeus et al. [293]:

_ 1/3 7 (T 5/9 Nd E 4/9
wy(v) = Crpe ' erfc (\/C2bpc€2/3 (621) + C3b7\//fpdel/3 (61)> (5.47)

where erfc(v) is the complementary error function and ¢ is the energy dissipation rate.

Subscripts ¢ and d stand for the continuous and the dispersed phase respectively.

Despite not showing a dependence on the continuous phase viscosity, this equation has
been used extensively in liquid-liquid dispersions [204, 207, 420] with population balance
applications. It is therefore taken to be the most suitable for this system. Figure 5.3 shows
the evolution of wp as a function of particle size for different values of the main physical
properties compared to a base case with n = 100 rpm, p. = 800 kg/m?3, pg = 850 kg/m?,
ng = 50 cP and v = 10 mN/m.

Regarding the daughter particle size distribution, the Beta function suggested by Hsia
and Tavlarides [303] in Eq. 5.48 is adopted in this work, due to its simplicity and good results
with liquid-liquid dispersions [304].
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FIGURE 5.3: Predicted break-up frequency, w, for variations of the most important
parameters. Each line represents a 100% increase on the corresponding variable compared
to a base case.

Bojwry = 30 (%)2 (1 - 3)2 (5.48)

5.2.1.2 Coalescence

As discussed in Section 2.4.4.1, the coalescence frequency is usually expressed as the product
of a collision frequency and a coalescence efficiency, which serves to reflect the fact that not

all particle collisions end in a coalescence event.

By far the most popular equation for the frequency of two colliding drops of volumes v

and v’ is the one by Coulaloglou and Tavlarides [228]:

cl/3 1/2
wcd(vw/) = Clcm (’U -+ ’Ul)2 (’1)2/9 =+ ’Ul2/9> (549)

This equation was developed on the grounds of the kinetic gas theory, which may only
apply to liquid-liquid dispersions if ¢4 — 0 (that is, in dilute systems). A reasonable cor-
rection is needed if it is to be applied to a system like the one of this thesis, which rapidly
becomes a dense dispersion. According to Hu et al. [79], this equation may still be the right

choice but only if coupled with a radial distribution function. This accounts for the fact that
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the probability of a particle of volume v “seeing” one of volume v is not uniform. In this
case, the distribution function developed by Song et al. [421] (based on the Carnhan-Starling

equation of state) is used:

1 3 1

By o = + o) + ————E&2 5.50
71— g 2(1—%)25(’) 2(1—¢d)3§(’) (550
where
o’ 1/3 N o 93
é(v,v’) =2 <’U T ’U/> ZNz'Ul (551)
i=1

where N; is the number of particles of size v; per unit volume of physical space and N is

the total number of particles.

Then,

/3
)1+ ¢y

1/2

Wed(v,v') = Crehwr (v+0)? (v2/9 + v’2/9) (5.52)

In turn, there are several possibilities for the coalescence efficiency (although not as many
as the ones available for bubble-bubble collisions). In this case, four expressions will be con-
sidered and compared, namely those from Coulaloglou and Tavlarides [228] (CT), Hasseine
et al. [255] (H1 and H2) and Sovova [220] (S):

4
1/3,/1/3
NcPcE v
Aot = P = 5.53
CT(v,v') p 2 2 (1+¢d)3 <v1/3+vll/3) ( )
1/3
_ napt/*<23dLy/ (6/m)1/0 (v1/% 4 01/%)
)\Hl(v,v/) = exp —Cy =7 . (554)
v / (1 + C3c¢d) hc
1/2d —1/2 3/2 d
AH2(vw') = €XP —CQC@ Nde " " Geq <77c) deq (5.55)
Nle v Pc he

where
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6 1/3 (m)/)l/?;

he = < deq )1/3 (5.57)

167y
Finally,
AS(war) = A1+ A2 — A1 A2 (5.58)
where
nepee [ v1/30/1/3 4
A =exp{ —Coe C’y; <U1/3 - v/1/3> (5.59)

N (2)3 4 212/3
A2:exp{—cgc 7 (@) @+ >} (5.60)

Pd52/3 v (U2/9+U/2/9)

It should be noted that the original expression for h. in the models by Hasseine et al.
include the use of a Hamaker constant, which is complex to evaluate in the system of this
thesis. Therefore, it is assumed that, whichever its value, it will remain approximately

constant throughout the reaction and may be lumped together with the Co. parameter.

In order to compare and contrast each coalescence efficiency model, several simulations
were performed, changing the value of the main physical properties that have an effect on
these equations. The comparative results are shown in Figures 5.4-5.8, where the average
value of A is plotted as a function of drop diameter. The base case considers n = 30 rpm,
pe = 800 kg/m?, pg = 850 kg/m3, n. = 100 cP, g = 50 cP and v = 10 mN/m.

As observed, all models predict that coalescence should be less efficient at high drop sizes,
which is expected. However, an interesting feature is noticed in the expression by Sovovi,
where a local minimum can be found. This would seem to imply that there exists a range
of particle sizes for which coalescence is not as efficient, and particles in that range may
therefore “survive” more than others. This becomes particularly interesting for the case of
HIPS, where a large number of small particles seem to never undergo coalescence and are

consequently left as occlusions (as observed in the TEM images).

Besides, the expression by this author combines the two most popular approaches of the
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coalescence efficiency theory: the film drainage and the energetic models. It seems to be

a robust equation that may account for the observed phenomena of the HIPS polymerizing

system, and is therefore adopted in this work.
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FIGURE 5.4: Coalescence efficiency model by Coulaloglou and Tavlarides [228], Acr.
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FIGURE 5.5: Coalescence efficiency model by Hasseine [255], Ap1.
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FIGURE 5.6: Coalescence efficiency model by Hasseine [255], Aps.
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FIGURE 5.7: Coalescence efficiency model by Sovové [220], Ag.
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F1GURE 5.8: Comparison of coalescence efficiency models.

5.2.2 Phase properties

The densities of styrene, polystyrene and polybutadiene (in kg/m?) vary with temperature
(in °C) according to the expressions found in Table 5.1. The phase densities are computed
from the values of each pure compound assuming additive volumes. Regarding the phase
viscosities, the expressions used in this model are essentially the same as the ones used in

Chapter 4, corrected by temperature and shear rate. They are summarized in Table 5.2.

Given that the polymeric mixture exhibits a non-Newtonian behaviour, it is necessary
to compute the effective shear rate inside the reactor. For achor-type impellers, it may be
computed with Eq. 5.61 [424].
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Density Reference
pst = 924 — 0.918T [404]
pps = 1084.8 — 0.605T [404]
ppp = [1.097 x 1073 4 7.679 x 1077T — 2.222 x 10-1072) 7 [422]
TABLE 5.1: Compound densities.
Viscosity Reference
nr = exp [a (7 = 55) + n(r0)]
a = 1052.192 [423]
. 2.4589 Egs.
In(nro) = 38.7[1 — exp (—1.6974%)] (1 — wgt,) + T 103472 + 2.3387 4.90.4.99
o = n [403]

. 0.6
1+m¢2
35000

1109
o = 1000 exp{—11.091+T+Mg-}I;%3 [12.032wp5,v—19.501w§35,v+

1
2.923whg, + T <_1327wPS,v + 1359w, + 3597101?’33,@)] }

TABLE 5.2: Phase viscosities (in cP).

Dy
y = 25 — 5.61
¥ 71\/13T (5.61)

Regarding the interfacial tension, it is computed with a combination of the expression by
Kwok and Neumann [425] for a copolymer-free system, -y, and that of Noolandi and Hong

[426] to account for its reduction in the presence of the graft copolymer, A~:

Yo = 0y + 0r — 24/0y0, exp | —a (0 — ar)2 (5.62)

where a = 1.247 x 1072 m?/mN? is a quasi-universal constant.
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1

_ X -
Ay = Woeop { 5 (¢pB + OPS) + p———

[1 — exp [% (zs¢ + 2B) (dPB + <Z>PS)H } (5.63)

where y is the Flory-Huggins parameter for the PS-PB pair (here calculated with solu-
bility parameters [427]), ¢cop is the volume fraction of the graft copolymer, while zg; and zp
are the polymerization degrees of the PS and PB chains in the copolymer molecule respec-
tively. Furthermore, W is the width at half height of the copolymer profile, which is here
approximated to [428]:

W=b <3(13X¢5t)>05 (5.64)

where b is the average Kuhn length (6.95 A [429]).

Then, the interfacial tension is calculated as:

v =10+ Ay (5.65)

It should be noted that, even though the original equation by Noolandi and Hong was
developed for block copolymers, the research by Asaletha et al. [430] suggests that it may be

applied to graft copolymers as well, and it is therefore used in this system.

On Eq. 5.62, the surface tension of the vitreous phase, gy, is computed with the following
correlation, which was obtained from the empirical data reported by Cerpa-Gallegos et al.
[431]:

oy = S0+ K (1 — wst ) MY pg (5.66)

w,

where Sy is the surface tension of pure styrene (31.627 mN/m) and M, ps is expressed
in kg/mol. K = 2.75 mN/m, a = 1.07725 and b = 0.49657 were found to accurately fit the

experimental data.

Furthermore, the surface tension of the rubber-rich phase is computed through a mixing

rule, following Prigogine and Marechal [432]:

Or = SO¢St,r +opB (1 - (z)St,r) (567)
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where opp is the surface tension of polybutadiene, which is here computed using the

Parachor method with the group contributions assigned by Sugden [433].

Finally, the temperature dependence on each surface tension is computed using the ratio
of the phase densities [434]:

Pi(T) 4
TyT) = 0i(Ty) | — (5.68)

5.3 Results

5.3.1 Model adjustment

The set of equations that correspond to the kinetic heterogeneous model is solved in the first

2nd grder Rosenbrock

place. A traditional differential equation solution method, based on a
formula (suitable for stiff systems) is used. Kinetic parameters are taken from literature

389, 405, 406].

Figure 5.9 shows the evolution of monomer conversion, PS weight-average molecular
weight and grafting efficiency, both as measured experimentally and as predicted by the
model. A very good agreement is observed between the theoretical curves and the corre-

sponding measurements.

The evolutions of all the main reaction variables are then fed to the PBE model with
an acceptable level of accuracy. Then, this model calculates the particle size distributions
(PSDs) along the polymerization. In this case, the adjusting procedure consists of finding
an acceptable order of magnitude for the values of Cy., Coc, Cse, C1p, Cop and Cgp, and fine-
tuning with the values of p and o (the statistical parameters that provide the initial condition
for the number density function) so that the calculated PSDs fit the ones observed from the
available TEM images. It should be noted that, since the micrographs show “unswollen”
morphologies (that is, without styrene), the theoretical PSDs are drawn as a function of a
modified particle size - one that contains no monomer. This is easily achieved since each

vitreous drop has the same composition, calculated with Eq. 4.3 at any timestep.

The need of varying the initial conditions obeys to an empirical obstacle: while it is
expected that temperature, initiator concentration and stirring speed all have an effect on
the initial PSD (as per phase separation theory [435, 436]), they are not known due to the
lack of sufficient experimental evidence. Therefore, these are not computed and are rather

introduced as adjustable parameters to serve a fitting purpose. This feature may be certainly
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improved with additional empirical work.

An image analysis technique, similar to the one used to compute the PSD shown in Figure
4.5, is now performed on the available TEM images before the phase inversion point. These
measured distributions are shown in Figure 5.10, and compared with the theoretical evolution
as per the PBE model. As observed, an acceptable agreement is obtained. The values of the

adjusted parameters are given in Tables 5.3.
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FIGURE 5.9: Main reaction variables predicted by the heterogeneous model. Black mark-
ers: reactions at 30 rpm; white markers: reactions at 60. Lines: theoretical evolutions.

Constant Value
Cle 5x 1074
Coe 1x10°
Cse 1x1079
Chp 1x1074
Cop 1x10°°
Csp 1x107°

TABLE 5.3: Values of the adjusted parameters in the coalescence and breakage frequen-
cies.
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subfigure shows the values of p and o set for the initial condition.
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5.3.2 Phase inversion criterion

After adjusting the model parameters to correctly predict the monomer-free PSDs, the cri-
terion for phase inversion is assessed. As discussed in Chapter 2, several authors claim that
PI will occur when the coalescence frequency increases to an infinitely high value, or when
it becomes infinitely higher than the breakage velocity [54, 79]. That is, either Q. — oo or
Qe > O

The PBE model is able to calculate these frequencies along the polymerization. For
example, Figure 5.11 shows the evolution of the fractional coalescence frequency (fraction
of particle pairs coalescing per unit time), where no exponential increase is observed. On
the contrary, coalescence decreases along the reaction after having reached a local maximum.
This means that, as the polymerization advances, less and less particles actually participate

in the coalescence process.

Furthermore, Figure 5.12 shows the coalescence-to-brekage ratio for each reaction, with
the respective PI zone highlighted in gray (as a visual aid). It is clear that the coalescence
rate does not overwhelm the break-up rate at any point during any of the reactions. It does
seem to be much higher than its counterpart (sometimes even three orders of magnitud), but
never spikes to infinity. Moreover, even if it is thousands of times greater than the break-
up rate, only few particles (less than 1% of them per second) actually undergo coalescence,

according to Figure 5.11.
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~ ~
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FI1GURE 5.11: Fractional coalescence frequency for each reaction.
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FI1GURE 5.12: Coalescence-to-breakage velocity ratio for each reaction.

At first sight, this behaviour seems to imply that either PI does not occur at any point

during the polymerizations, or that this model fails to predict the physics behind this phe-

nomenon. However, after careful analysis, these theoretical evolutions may account for all
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the physical evidence correctly.

To begin with, why would the coalescence rate increase during the reaction? As the

polymerization proceeds, the following is observed:

e Phase viscosities increase considerably.
e Dispersed phase density increases.

o If Q. > Qy (as is the case according to Figure 5.12), the net number of particles decreases

along the reaction.

e Interfacial tension increases (due to monomer loss), but is dampened by the presence

of the graft copolymer [437].

All these facts point towards a natural decrease in the collision frequency, and therefore
in the coalescence rate, as the reaction proceeds. In consequence, the theoretical evolutions
shown in Figure 5.11 seem to describe (at least qualitatively) a correct behaviour of the coa-
lescence frequency. The local maximum is the result of an early increase in the collision rates,
due to the presenence of a very large number of small particles, which gradually decelerates

and becomes less and less frequent.

Secondly, even if the coalescence rate is infinitely high, it may not imply that the dispersed
phase will consequently become the continuous one. Rather, the criterion that the coales-
cence frequency should be higher than the break-up one must be understood as a necessary
condition (if the break-up rate is higher than the coalescence rate, PI is indeed impossible as

more and more smaller particles would be formed), but not a sufficient one.

Phase inversion must be understood by its definition. For this purpose, consider the PI
attempt shown illustratively in Figure 5.13a). In such a simplified system, the dispersed
phase (line pattern) represents 54% of the system (in surface). As coalescence proceeds in
the absence of breakage (rq — 00), all particles come together to form one large drop. Yet,
no continuous phase is observed. For this particle to actually become the continuous phase,

it must adhere to the system boundaries, as shown in subfigure b).

The need for the dispersed phase to stick to the solid surface of the vessel is perhaps taken
for granted in most pieces of research, as there is little to no mention of it. The only work
that seems to have considered this idea in its suggested model is the one by Brauner and
Ullmann [200]. In their work, which was developed for O/W transport pipelines, the authors
state - on an interesting combination of a thermodynamic and a fluid-dynamic approach -
that Eq. 5.69 should hold at the PI point.
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FIGURE 5.13: Phase inversion through particle coalescence: a) no phase inversion despite
high coalescence rate, b) phase inversion occurs after the droplets correctly adhere to the

system’s boundaries. Each line-patterned phase represents 54% of the total area of the
square.

.

_ 1/d32,w/o + %COS(H)
1/d32,w/0 + 1/d32,o/w

(5.69)

o

where d33 5/, and dgp 4/, are the Sauter mean diameters of each dispersion, 6 is the
contact angle between the continuous phase and the vessel surface, and s is the solid surface

area per unit volume.

The fact that the contact angle appears on this expression is an indication that surface
adhesion should influence the PI point. This equation is of course difficult to verify in a
predictive way, since the particle size distribution right after the PI point is not known. At
most, a PBE model can calculate the PSD right up to the PI point, but does not actually
detect that there has been a change in the identity of the dispersed phase.

In light of this discussion, how can the PBE model be used to predict the PI point during
the HIPS prepolymerization reaction? In a strict sense, the model follows the evolution of the
number density function along the reaction, considering that the dispersed phase is always
the same. The ). — oo criterion seems not apply in this case, since PI occurs gradually,
without the need for the coalescence frequency to accelerate to an infinitely large value. PI

can occur as long as ). > ); this criterion alone is not enough to predict when it happens.

It would seem that, in a preliminary analysis, it is difficult for the PBE model to be used
in a predictive way, without a clear criterion for inversion. Yet, it may still be used to verify

any distinctive feature that should happen at the PI point.

For instance, judging by what is observed in the TEM images, it is clear that most part of
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the dispersed particles do not actually participate in the inversion process. A large number
of droplets are left behind as occlusions. Under the hypothesis that these occlusions do not
migrate between the PI point and the time at which the first sample is taken (post PI), the
occluded fraction observed by TEM may help to determine the fraction of vitreous phase
that actually participates in the inversion process. This is done by separating the vitreous

phase volume into the continous fraction and the occluded one:

(z)oc
_ ‘/U,C + Vv,oc _ V;}vc + V; 1—doc (5 70)
Vr Vr '

Pu

v,C

which may be evaluated at * = xp; and rearranged to introduce ® = , the fraction
v

of vitreous phase that participates in the inversion process:

(z)v B = |:¢U(I) + (1 - ¢v) 1 ?O; ] 3 (571)
from which:
_ _ (1 — (b”u) ¢oc }
P = [1 P . (5.72)

Furthermore, if the PBE balance is valid up to right before the PI point, the cumulative
frequency distribution in particle volume (not in number) may be used to verify what would
be expected at such a point. Consider the system of Figure 5.14, which represents a multiple
dispersion and suppose that it has just inverted. Then, a differential timestep before PI, the
total volume of the (soon-to-be) continuous phase may be represented by one large particle
(regardless of its shape). At that point, the cumulative frequeny distribution would look like
what is shown in the right box of the figure: if a fraction ® participates in the inversion
process, there would be a smooth growth up to 1 — ® and then it would increase sharply to
1.

In reality, the cumulative frequency distribution is expected to be a continuous function
without increasing in a step-like manner when reaching the inversion fraction. However, its
derivative should show a peak at that point, indicating the analogue version of the scheme

shown in Figure 5.14.

With the information collected by the TEM micrographs, the average occluded phase
fractions were determined as explained in Section 4.2.3. These values are summarized in

Table 5.4 together with the corresponding values of ®.
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FIGURE 5.14: Visual representation of the volume cumulative frequency at the PI point.

The cumulative frequency distributions (¢) and its derivatives as calculated by the PBE
model are shown in Figure 5.15 for each reaction (except for number 4, for there were no
available TEM images) at the experimental inversion point. As observed, the peak in the

derivatives occur around the calculated values of ®, which is a good sign of consistency.

Reaction Doc.0 ® (Eq. 5.72)

1 0.5216 0.3692
2 0.5742 0.3059
3 0.4825 0.3196
4 . -

) 0.4432 0.4368
6 0.5757 0.3782
7 0.4438 0.4186
8 0.5903 0.3215

TABLE 5.4: Average occluded fraction for each reaction at the PI point and the calculated
inversion fraction.
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show the point at which ¢ = ®.
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5.4 Summary and conclusions

An attempt to predict the phase inversion point during the batch polymerization of HIPS
(under different initial conditions) was developed, in this case using a population balance
approach. The evolution of the dispersed vitreous phase was modeled following a heteroge-
neous kinetic mechanism that accounts for the monomer partition at all times, thus enabling
the discrete phase to incorporate styrene along the reaction as more polystyrene is produced.
Such growth of the dispersed phase may be computed both algebraically or as the result of

the differential kinetic model.

Alongside the growth process, the particle break-up and particle coalescence events were
also computed. Expressions available in literature were used, after having analysed their suit-
ability. Since it is not possible to actually measure the breakage and coalescence frequencies
in this sytem (particles are initially too small to detect and the mixture becomes increasingly
opaque as the polymerization proceeds), these expressions are not validated empirically but
rather adjusted to fit the observed particle size distributions (obtained form TEM images) -
which are the result of the breakage-coalescence balance. The physical properties on which
these expressions depend are computed with equations available in literature and the ones

developed in Chapter 4.

In the population balance model (a partial differential equation model) particle volume
was chosen as the state variable, mainly for two reasons: i) most equations for particle break-
up and coalescence frequencies are derived for a particle of a given volume, avoiding the need
to assume a given geometry; and ii) particle growth rate is easily shown to be proportional
to its volume. A log-scale grid is built to discretize the particle state continuum, as particles
are expected to cover a wide range of sizes (from nm in the initial condition to cm in the
final stages). An allocation function is further used to correctly compute the contribution to

each bin of the grid after each coalescence of break-up event.

The fitting procedure included a fine tuning with the initial particle size distributions,
for these are not known. Each initial and operating condition has an effect on the particle
size distribution at the moment of phase separation. However, there are no available mea-
surements to qualitatively describe this dependence. Had there been any, the initial PSDs
would have been set without any adjustable parameters and the fitting process would have
been done solely with the break-up and coalescence frequency models. This means that this

feature may be improved with further experimental measurements.

Results show a very good agreement between the observed and the calculated PSDs. In
consequence, the criterion for the occurence of phase inversion was assessed: interestingly,
the coalescence frequency was not seen to have overwhelmed the breakage counterpart at

any point in any reaction. After careful analysis, this was found not to necessarily mean
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that PI does not occur in these reactions. Rather, it shows that - at least this system -
PI probably occurs in a more gradual transition without the need for the coalescence rate
to rise to infinity. Since a large fraction of the vitreous phase is left behind as occlusions
(thus not participating in the inversion process), not all particles need to coalesce to form
the continuous phase. This implies that the condition {2, — oo may not be a good criterion

for this system.

Unfortunately, predicting the fraction of dispersed phase that will form the occluded phase
at the inversion point is not currently possible with this model. This means that using the
population balance model for the accurate prediction of the PI point is not feasible as it is.
However, the model may correctly compute the cumulative frequency distributions, which
show an acceptable shape, consistent with what would be expected at the PI point. This,
at least, provides the model with a good level of consistency. Future research may include
efforts to compute the occluded phase fraction at the inversion point so as to provide the

model with a more predictive capability.



Chapter 6

Conclusions

“Endings, to be useful, must be

inconclusive”

Samuel R. Delany

Throughout this thesis, the theoretical and empirical aspects of phase inversion (PI)
processes were studied, in both traditional oil-water and polymeric dispersions. This phe-
nomenon, by which the continuous phase becomes the dispersed phase and vice versa, holds
a significant interest in several Chemical Engineering fields, from oil transport pipelines [438]
to polymeric membranes [439]. In particular, this work focuses on the phase inversion that
occurs during the manufacturing process of high impact polystyrene (HIPS), a reinforced
engineering plastic. In this particular system, the PI process plays a major role, since it
determines the final particle morphology of the material, which is tightly related to its ad-

vantageous physical properties.

The phenomenon of phase inversion - in general - is influenced by a number of physical
and operating variables: densities, viscosities, interfacial tension, stirring speed, materials,
etc., all of which were described in depth in Chapter 2. Being a nonlinear, multivariate,
complex physical phenomenon, comprehensive models are still difficult to develop. Some em-
pirical correlations can be found - especially in non-reactive systems - but no other advanced
attempts have been researched. This is probably due to the wide variety of experimental
evidence available, in which it is difficult to study the effect of one isolated variable on the

PI point without overlapping the effect of another.

With the aim of understanding the underlying physics behind the PI mechanism in the
presence of such an obstacle, artificial intelligence models were developed in Chapter 3. In-

sightful conclusions were drawn from such a study, the most important being:
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e Geometrical aspects present a very strong and non-linear effect on the PI point. It is
perhaps the most difficult effect to model accurately, since it is related to the turbulent

dynamics of the breakage-coalescence imbalance.

e Interfacial tension and surface active components play a key role: surface deformabil-
ity seems to be the entry point to an inversion path. It does not hold, however, a
straightforward relationship with the inversion point, since a deformable interface is
prone both to be ruptured and to be exposed to particle-particle collisions as its surface

area increases.

e The known asymmetry between the O/W to W/O inversions and their counterparts
is probably related to the ability of the organic phase to engulf stable water droplets,
thus producing W/O/W double emulsions and changing the apparent dispersed phase

fraction.

e The difference in phase densities seems to play a more important role than what has so
far been reported. It is likely that this effect is masked by the effect of another variable
when trying to study it experimentally (it is hard to produce two dispersions which

differ only in one phase density).

After having harvested interesting information about the physics of this phenomenon, the
PI process was studied for the HIPS system in Chapter 4. Particularly, the effect of reaction
temperature, stirring speed and initiator concentration on the PI point were investigated,
following the apparent viscosity of the mixture as an indicator of the inversion process. A
rheological characterization determined that the mixture behaved as a non-Newtonian fluid
whose apparent viscosity may be modeled at a chosen shear rate. Empirical expressions
that depend on the reaction main variables (monomer conversion, molecular weights, grafting
efficiency) were successfully developed, for mixtures before and after the PI point. These tools,
however, cannot be used in a predictive way since the viscosity curves for already inverted
mixtures depend on the monomer conversion at the PI point and on the occluded vitreous
phase at that same moment. Notwithstanding, the theoretical /empirical work contributed to
a better understanding on the weight of each variable on the inversion point, establishing a

methodology for future research.

Finally, a second attempt on predicting the PI point during the polymerization of styrene
in presence of polybutadiene was conducted. In Chapter 5, a population balance model
(PBM) was developed which, coupled with a kinetic polymerization module, successfully
predicted the particle size distributions of several reactions. The expressions for the break-
up and coalescence frequencies for this model need to be chosen from a variety of options
available in literature. The current lack of experimental evidence makes it impossible to assess
them empirically, as is the case for the initial conditions. The suggested expressions used in

this work can be modified or improved in future works, with more and better experimental
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techniques. The most interesting conclusion drawn from the results of this model is the fact
that the inversion point does not need to occur when the coalescence rate becomes infinitely
larger than the break-up one; rather, only a fraction of the dispersed phase needs to adhere to
the vessel walls for PI to occur. This accounts for the fact that a large portion of the vitreous
phase never inverts and stays as particle occlusions once PI has befallen. Unfortunately, this

also means that this model - at least as it is - cannot be used to predict the PI point either.

The work developed in this thesis may allow for future research to continue on this line or
even to extend it to other similar systems. For example, the Al models developed in Chapter
3 may be implemented for emulsions, with the correct characterization of each surfactant. A
more direct improvement would be the extension to the continuous manufacturing process of
HIPS, both for continually stirred tank reactors (CSTR)s and non-agitated tubular reactors.
A modified version of the population balance model could be implemented to predict the
PI point and the morphology that is therein developed. A comprehensive model that can
accurately predict the system properties at the inversion point may serve as an optimization
opportunity for the HIPS industry and, for that matter, to any other composite materials in

whose morphology lie the quality variables of interest.

Hybrid models, comprised of an artificial intelligence module and a polymerization-PBM
module, could also be of interest. Together with Design of Experiment (DoE) techniques,
which have already been implemented in other polymeric systems [440, 441], a route towards

modelling taylor-made polymers seems to be possible.
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Appendix A

Phase Inversion Data from Literature

In the following table, NB = number of baffles, TM = tank material (G = glass, SS =
stainless steel) and IT = impeller type, with the following number code: 1: Rushton Turbine,
2: Propeller, 3: Saw-teeth, 4: Single-bladed.



Phase Inversion Data from Literature

Appendix A.

172

6FV0 8680 O T 0 SO0 T 8¥6  ¥TIS I 98'T 0001  00TT [96] (£00%)
8PP0 8260 O F  ¥F0  S¥00 I 9¥L  ¥TIG I 98'T  000T 00T Iewny] pue
69¢0 6¥60 O ¥ ¥F0  S00 T LFS  FTIS I 98'T  000T  00ZT IoyeA\  PUZUQOIIN  dpuedyso(
vO60 O ¥ 6F0  S00 T ass 90T I €T 0001 9¥L
€60 O ¥ 6V0 S00 T 00F 90T I €T 000 9¥L
g0 O ¥ 6F0  G00 T 0S¢ 90T I €T 0001  9¥L
960 O ¥ 6V0 G0 I T0g 90T I €T 000  9¥L
¥S60 68F0 O ¥ 670  G00 T 109 90T I €T 000  9¥L
Ge60 €F0 O ¥ 6F0  S00 I g€F 90T I €T 0001  9¥L
6960 6060 O ¥ 6F0 S0 I €€ 90T I €T 000  9¥L
960 ¢<0 O ¥ 6F0 G0 I 0L 90T I €T 000 9¥L
1960 6560 D ¥ 6¥0 S0 T 09T 90T I €T 000  9¥L REIIVY SUCELNE) Y|
9690 T6F0 O ¥ 6F0 G600 I 108  LS6F I €0z 000T  G6GT
600 T0S0 O ¥ 6F0 S00 I €5 LG6V I €0z 000T  G6GT
GeL0 TIs0 O ¥ 6F0  G00 I 099  LS6F I €0z 000T  G6ST
160 O ¥ 6F0  S00 I TI9  LS6F I €0z 000T  G6GT
9.0 5 % 6F0 G00 I 08¢  LS6F I €0z 000T  G6ST
I8L0 8¢¢0 O ¥ 6V0 S00 T TIIS  LS6F I €0z 000T  G6GT
960 O ¥ 6F0  S00 T T9¢  LS6F I €0z 000T  G6ST
Ge8'0 5 ¥  6F0 G00 I IIF  LS6F I €0z 000T  G6GT (7] (0861)
L1860 O ¥ 6F0  S00 T GEF  LS6F I €0z 000T  G6ST sdoxgor
G6L°0 5 ¥  6F0 G00 I 11§  LS6F I €0z 000T  G6GT pue
2090 O ¥ 6F0  G00 T 0§  LS6F I €0z 000T  G6ST 10y iole) pruysery
w INdY  wW/Nw g9 d> /S /Sy
aseyd aseyd
e ° WL N Ta/la a II N L ™l orf nd °d Joymy
snoenby  ormuediQ




173

8640 O ¥ ¥e'0 G900 T 0641 Gc ! G9°0 0001 6.8
G650 T190 O ¥ ya0 G600 T 0S€T Gc T 90 000T 6.8
¥8G°0 ¢I90 O ¥ ¥e'0 G900 T 0STT Gc T g9°0 0001 6.8
260 19°0 O ¥G0 G600 T Lv6 G¢ T G9°0 000T 6.8
6760 1€90 O ¥ ¥G'0 G600 I 67.L Gc 1 690 000T 6.8
6060 890 O ¥ ¥G0 G600 T 674 Gc T G9°0 000T 6.8
9660 8650 D ¥ ¥wo Sv00 1 9661 Gc 1 490 000t 6.8
9860 S190 O ¥ o 900 T TGLT G¢ T G9°0 000T 6.8
LLG°0 IP9°0 O ¥ ¥wo Sv00 1 €441 Gc 1 690 000T 6.8
8¢'0 1990 O ¥ ¥wo 900 T 0S€T Gc T G9°0 000T 6.8
2960 1890 O ¥ ¥wo 900 1 0STT Gc 1 G990 000T 6.8
LIG0 8890 O ¥ ¥wo 900 T ¢S6 Gc T G990 000T 6.8
6970 9.0 O I 4 ¥wo 900 1 ¢SL Gc ! 490 000T 6.8
8070 9.0 O 4 ¥wo 900 1 6¥S Gc T 990 0001 6.8 TOYRAN ouezZuoyg
G820 9€90 D ¥ ¥wo 900 1 6611  V¢'1S 1 98T 000T  00cT
VLL0  9€90 O ¥ ¥wo 900 1T 666 ve1g ! 98T 000T  00cT
geL’o  Lv90 O ¥ ¥wo 900 1 661 Ve 18 ! 98T 000T  00cT
290 O I 4 ¥wo 900 1 864 Ve 14 ! 98T 000T  00cT
velo D v o 900 1 0¢61  v¢'1S ! 98T 000T  00cT
€L°0 O I 4 ¥wo 900 1T 6V8T  ¥C'14 ! 98T 000T  00cT
190 Ivl0 O ¥ o 900 1 8¥L1  V¢'1§ ! 98T 000T  00cT
6v.L0 O ¥ ¥wo 900 1 6V9T  ¥C'19 T 98T 000T  00cT
L06°0 610 DI 4 o 900 I 8¥41  V¢'IS ! 98T 000T  00cT
¢80 O I 4 ¥wo §v00 1 8671 VC'14 T 98T 000T  00cT
6680 O T ¥wo 9900 I oSyt ve'Is ! 98T 000T  00cT
190 6780 D ¥ ¥wo 900 1 6VeET  VC'14 ! 98T 000T 002t
670 ¢680 D V¥ o 900 T LVIT  ¥C'19 T 98T 000T  00cT



Phase Inversion Data from Literature

Appendix A.

174

8¢L0 O ¥ 99'0 8900 ¢ 0G4 6'8 €e0 8€°0 982 789

G690 O ¥ Wwo G0 1 0S€T 6'8 €e0 8€0 981 789

60L0 O ¥ ¥wo §v00 1 0STT 6'8 €€0 8€°0 982 789

Lo O 7 Wwo G0 1 046 6'8 €e0 8€0 981 789

9¢L0 O 7 ¥wo g9v00 1 0SL 6'8 €e0 8€°0 982 789

8L0 D ¥ Wwo G0 1 049 6'8 €e0 8€0 981 789

9¢v°0 O I 4 99°0 8900 @ 0s€l 6'8 €€0 8€°0 981 789

€ev°0 Db 990 8900 @ 0STT 6'8 €e0 8€0 981 789

16€°0 O I 4 99°0 8900 @ 096 6'8 €€0 8€°0 981 789

¢8€°0 Db 990 8900 @ 0G. 6'8 €€0 8€0 981 789

89€°0 O I 4 99°0 8900 @ 0¢9 6'8 €e0 8€°0 981 789

€70 Db ¥wo 900 T 0S€T 6'8 €e0 8€0 981 789

1270 O I 4 o 9v00 1 0STI 6'8 €e0 8€°0 981 789

99€°0 Db ¥wo 900 T 0s2 6'8 €0 8€0 981 789
L1€°0 O I 4 ¥wo Sv00 1 049 6'8 €€0 8€°0 981 789 ooy  ouejdoy

8190 O ¥ ge'0o  Gro00 T PaLT Gc T 990 0001 6.8

9190 O ¥ g0 G0 1 TGGT G¢ ! G9°0 000T 6.8

@o D 7 ge'0o  Gro00 T 9GET Gc T 990 0001 6.8

90 O ¥ g0 G0 1 GSTT G¢ 1 G9°0 000T 6.8

8IL0 D ¥ ge'0o  Gro0 T 676 Gc T G990 0001 6.8

€190 O 4 g0 G0 1 9v.L1 Gc ! 90 000T 6.8

G64°0 O I 4 ge'0o  Gro0 T 9GET Gc T G990 0001 6.8

¢09°0 DI 4 g0 G0 1 CSTT Gc ! 90 000T 6.8

990 O I 4 ge'0o  Gro0 T 6¥6 Gc T G990 0001 6.8

250 O 4 g0 G0 T 162 Gc ! G9°0 000T 6.8

90 O I 4 ¥e'0 G900 T 1661 Gc ! G990 0001 6.8

8640 O ¥ yG0 G600 T €41 Gc ! G9°0 000T 6.8



175

€640 5 % g0 S0IT0 I  66L 66 1 ¢6'¢ 0001  T08
9,80 5 % 6§00 ST0 T 009 66 T ¢6'¢  000T  T08
960 O ¥ ¢0 ST0 T 102  66F I ¢6'¢ 0001  TO8
€180 O F g0 S0T0 T  000T  66F T ¢6'¢  000T  T08 ﬁ
€80 O ¥ §0 ST0 I  66L 66V I ¢6'¢ 0001  TO8 N.g
[ouedoad Q@@S 1®
6680 O F G0 S0T0 T 009  66F T ¢6'¢  000T  T08 ST 10 Teumy|
[Ajeur-g
G060 SS ¥ €0 g0 T 0S¢ 90T FOT  I€T 866 9L
660 SS T g0  gro T 00F 90T FOT  IET 866 9L
P60 SS ¥ Ge0  ¢r0 T 0Se 90T  FOT  IET 866  9¥L
960 SS ¥ G0 gro T 008 90T FOT  IET 866 9L
£68°0 5 % €0 90 T 005 90T ¥OT  IE€T 866  9FL
L1870 5 % €g0 900 T 00F 90T FOT  TIET 866  9FL
€780 5 F €0 900 T 006 90T FOT IET 866 9L
LLLO SS ¥ €0 900 I 006 90T FOT IET 866  9FL [€9] (8861)
€02°0 SS ¥ €0 900 T 00F 90T FOT IET 866  OFL e 99
819°0 SS ¥ €0 900 T 008 90T FOT IET 866 9L YN\ OUASOIY SuImy
690 O T L¥0 8%00 € 0SET 68 €80  8€0  98L 89
600 O ¥ L¥0 8%00 € 0SIT 68 €0 S€0  98L 89
120 O ¥ LF0 SO0 € 096 68 €60 S€0 98, 89
92’0 O ¥ L¥0 800 € 08 68  €¢0 S€0 98, 89
82L0 O ¥ V0 800 € 0S¢ 68  €£0 S0 98, 89
%690 O F 990 8900 ¢ 06T 6%  €€0  8€0  98L 789
600 O F 990 8900 ¢ O0SIT 68 €0  8€0  98L 89
1120 O ¥ 990 8900 ¢  0S6 68 €£0 S€0 98, 89
9220 O ¥ 990 8900 ¢  0GL 68  €£0 S€0 98, 89



Phase Inversion Data from Literature

Appendix A.

176

¢09°0 O g0 1600 T 048 €7ce 960 260 966 298
GLG°0 O I 4 g0 1600 T 128 €ce 960 260 966 198
260 O g0 1600 T 182 €7ce 960 260 966 198
8640 O I 4 g0 1600 T el €ce 960 260 966 198
¥¢5°0 O g0 1600 T 1vs €7ce 960 260 966 198
€190 O I 4 g0 1600 T 116 €ce 960 260 966 198
y90 O 7 g0 1600 T Lacl €ce 960 260 966 198
6590 O ¥ g0 1600 T ¢l01 €ce 960 260 966 198
890 O 7 g0 1600 T 0¥0T €ce 96°0 L8670 966 198
¢0L0 O 7 g0 1600 T €88 €ce 960 260 966 198
veLo D ¥ g0 1600 T G9.L €ce 96°0 L9670 966 198 [92]
660 O T g0 1600 T 1¢. €7ce 960 260 966 198 (8661) T®
8GL0 O ¥ g0 1600 T 94 €ce 96°0 LG9°0 966 198 TOYRAN QueN[OT, o OjBION
€190 9¢L0 O ¥ g0 G010 T 00cT 6.9 ¢6°0 8€0 V76 789
LLy0 ¢vk0 D ¥ g0 G010 I 0001 6.9 ¢6°0 8€°0 V76 789
vev' o LLLO D T g0 G010 T 008 6.9 ¢6°0 8€°0 6 789
¢LE0 LIBO0 D ¥ g0 G010 I 009 6.9 ¢6°0 8€°0 V76 789 ANA oueydoy
voro v.90 O ¥ g0 G010 T 00cT 6'8 €e0 8€°0 982 789
88€0 G890 D ¥ g0 G010 T 0001 6'8 €€0 8€°0 981 789
¥9€0 80L0 O ¥ g0 G010 T 008 6'8 €e0 8€°0 982 789
ye0 T1€L0 O ¥ g0 G010 T 009 6'8 €e0 8¢€°0 981 789 omuoje0y  ouejdoy
¢L90 660 D ¥ g0 G010 T 00cT 6°67 T G6°¢ 0001 ¢08
890 €I80 O ¥ g0 G010 T 666 667 ! G6'€ 000T ¢08
890 €80 O ¥ g0 G010 T ¢08 6°67 T G6°¢ 0001 ¢08
8rL'0 L9480 D ¥ g0 G010 T 269 6°67 ! G6'€ 000T ¢08
119°0 O I 4 g0 G010 T L6TT 6°67 ! G6°¢ 0001 ¢08
L09°0 O 4 g0 G010 T ¢001 6°67 ! G6°€ 000T ¢08



177

3¢S0 o) ¥ g0 160°0 ! c9¢ €'ce 96°0 280 966 298
1860 O i% g0 160°0 1 L€6 £'¢Ce 96°0 260 966 298
6860 D % g0 160°0 1 178 €'ce 96°0 260 966 298
90 ) i% g0 160°0 1 8LL £'¢Ce 96°0 PASNU) 966 298
¢190 D % G0 160°0 T 109 €'Ce 96°0 PASN) 966 198

€90 ) i% g0 160°0 1 844 £'¢e 96°0 FASN) 966 298 Ioye PUBN[OT,
16L°0 o) % G0 160°0 T 3L0T G¢'LC 3L°¢ PASN) 966 298
€8L°0 ) i% g0 160°0 1 V10T G'L¢c 8L°¢ 260 966 298
9L0 o) % G0 160°0 T 7. G¢'LC 3L'¢ PASN) 966 1298
L¢L0 ) % g0 1600 1 PASHS] G'Lc 8L°¢ 260 966 298
€80 9] ¥ G0 160°0 T TTET G¢'Le 3L'¢ PASN) 966 1298
66,0 D i% g0 1600 1 6€6C1 G¢'Lc 8L°¢ 260 966 298
€e80 D % G0 160°0 1 ¢ceal G¢'LC 3L'¢ PASN) 966 1298
w80 D % G0 160°0 1 jiq\ls q'LC 8L°¢ 290 966 198
8¢L0 o) % g0 160°0 1 600T 8'L¢C L6°C PASN) 966 298
SvL0 D ¥ G0 160°0 ! 6.6 ]'LC L6°C 290 966 198
7790 o) % g0 160°0 1 ¢0L 8'L¢C L6°C PASN) 966 1298
1690 ) ¥ G0 160°0 ! €99 ]'LC L6°C 290 966 198
1690 ) % g0 160°0 1 GGaa 8'L¢C L6°C 260 966 298
9690 ) ¥ G0 160°0 ! LG 8'LC L6°C 290 966 298
790 D i% g0 160°0 1 ¢ce61 8'L¢C L6°C 260 966 298
180 D ¥ G0 160°0 ! S0LT ]'LC L6°C 290 966 298

[OI9ATY)

7980 D ¥ G0 160°0 T 21! ]'L¢C L6°C 260 966 298 + zorep QUBNIOT,
8¢9°0 ) i% g0 160°0 1 31¢l £€'¢Ce 96°0 260 966 298
6650 ) ¥ G0 160°0 1 9701 €'ce 96°0 290 966 298
6470 9] i% g0 160°0 1 0.8 £'¢Ce 96°0 260 966 298



Phase Inversion Data from Literature

Appendix A.

178

¢69°0
L2¢S0

8¢9°0
66570
76570
109°0
GL9°0
89670
84470
Gcs 0
€190

¥49°0
8¢9°0
G190
€690

18670
88970
90
¥19°0
6¢9°0

790
659°0
€890
90.°0
9¢L°0
¢rL0
6620

OOV 0000000000000 TUOUUUDUOUUO

A e e A A A A A e A e e A e A A A

g0
g0
g0
g0
g0
g0
g0
¢ro
o
¢ro
o
¢ro
o
o
o
¢ro
o
¢ro
o
¢ro
o
¢ro
o
g0
g0
g0
g0

1600
16070
160°0
16070
16070
16070
16070
¢v00
¢r00
¢v00
¢v00
¢v00
¢v00
¢¥0°0
¢v00
¢vo0
¢v00
¢vo0
¢v00
¢vo0
¢v00
¢vo0
¢v00
160°0
16070
1500
16070

Aan B e D S e T e S e R e B e B e I o B e B e A T e SO e R e B e B e R e B e R A e B e B e IR o B s B |

989
649
0¥6
4]
8LL
864
869
¢80T
0€6
G992
162
9¢.
069
979
6.7
e€av
0601
¢S6
€26
182
9.9
6€9
L6V
GLIT
076
08L
989

€7ce
€7ce
€7ce
€7ce
€7ce
€7ce
€7ce
€7ce
€ce
€7ce
€ce
€7ce
€ce
€7ce
€7ce
€ce
€ce
€ce
€ce
€ce
€7ce
€7ce
€7ce
€7ce
€7ce
€7ce
€7ce

96°0
960
96°0
960
96°0
960
96°0
960
960
960
960
960
960
960
96°0
96°0
96°0
96°0
960
96°0
96°0
96°0
960
96°0
960
96°0
96°0

JASN]
260
JASN]
2,60
JASN]
260
260
260
260
260
2,60
260
260
260
260
L8670
260
L8670
260
L8970
260
L8970
260
L4970
260
L4970
260

966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966

198
198
198
298
198
298
198
298
198
198
198
198
198
198
198
198
198
198
198
198
198
198
198
198
298
198
298



179

¥79°0
€9°0
819°0
¢65°0
169°0
¥09°0
19°0
€L9°0

¢89°0
€90
7190

¢L9°0
G9°0

¥79°0

¥29°0

¢€9°0
¢9°0
€9°0
8¥9°0
16470
8G9°0
6€9°0
6¢9°0
8490
G99°0
¥89°0
190

CRGEOECROECERGECEGEOECEOEOCRCGECEGEOROEBOEGROEORGEOEGORG)

A e e A A A e A e A e A e e e e e A A

g0
g0
g0
g0
90
¢90
90
¢90
90
¢90
¢90
¢9°0
¢9°0
90
¢9°0
90
¢90
90
¢9°0
90
¢9°0
90
¢9°0
90
g0
g0
g0

1600
16070
1600
16070
€90°0
€900
€90°0
€900
€90°0
€900
€90°0
€90°0
€900
€90°0
€900
€90°0
€900
€90°0
€900
€900
€90°0
€900
€900
€900
15070
1600
16070

- o S = 4 4 4 A S 4 S 4 A S A S 4 A S 4 4 4 —~ N AN AN

€Cel
L6TT
G811
206
9¢T11
€18
G08
018
¢69
¥¢9
919
664
STTT
980T
TT0T
Q.8
T€8
G69
789
G99
299
€79
8.9
0€g
I8TT
6€6
GLL

€7ce
€7ce
€7ce
€7ce
€ce
€7ce
€¢ce
€7ce
€ce
€7ce
€ce
€7ce
€ce
€ce
€ce
€ce
€7ce
€ce
€7ce
€7ce
€7ce
€7ce
€7ce
€7ce
€7ce
€7ce
€7ce

96°0
960
96°0
960
960
960
960
960
960
960
960
960
960
96°0
960
96°0
960
96°0
960
96°0
960
96°0
960
96°0
960
96°0
960

L4970
260
JASN]
260
260
260
260
260
2,60
260
260
260
260
L8670
260
L6870
260
L8670
260
L8970
260
LG9°0
260
L4970
260
L4970
260

966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966

198
298
198
198
198
298
198
198
198
198
198
198
198
198
198
198
198
198
198
198
198
198
198
198
298
198
298



Phase Inversion Data from Literature

Appendix A.

180

10¥°0 O 4 g0 1600 T 9¥0T €7ce 96°0 LG9°0 966 198
@890 O ¥ g0 1600 T Geot €7ce 960 2,60 966 198
90L0 O ¥ g0 1600 T QL8 €7ce 96°0 L4970 966 198
807°0 O 4 g0 1600 T 998 €7ce 960 260 966 298
9¢1°0 O I 4 g0 1600 T 0¢8 €7ce 96°0 JASN] 966 198
€er 0 Db g0 1600 T 9L €7ce 960 260 966 298
LeL0 O ¥ g0 1600 1 6G. €ce 960 260 966 198
6¢7°0 Db g0 1600 T 0¢L €7ce 960 260 966 298
[Z2 VD R 4 g0 1600 T 61 €ce 960 260 966 198
9.7°0 Db g0 1600 T Geg €7ce 960 260 966 198
8GL°0 O ¥ g0 1600 T 969 €ce 960 260 966 198
G87°0 O 2N 4 G0 1600 T 909 €7ce 960 260 966 298 ToYe M\ n MHMNO,H
g0 O ¥ g0 1600 T ¢OTT 6'8 T 19°0 966 G08
90 O ¥ g0 1600 T LE6 6'8 1 19°0 966 G08
€590 O ¥ g0 1600 T 0¥8 6'8 T 19°0 966 G08
890 O ¥ g0 1600 T 002 6'8 ! 19°0 966 G08
8¥90 O ¥ g0 1600 T 199 6'8 ! 19°0 966 G08 TOYRAA MAIN
L09°0 O I 4 g0 1600 ¢ 911 €ce 960 260 966 198
9670 SN g0 1600 ¢ 0991 €ce 96°0 L8970 966 198
6,50 O I 4 g0 1600 ¢ 9161 €7ce 96°0 260 966 198
¢LG0 O I 4 g0 1600 ¢ 68€T €7ce 96°0 L8970 966 198
¢95°0 O 4 g0 1600 ¢ 6.¢1 €7ce 960 260 966 198
gg o O I 4 g0 1900 ¢ Geot €7ce 96°0 L4970 966 198
ge90 O 7 g0 16000 ¢ L071 €7ce 960 260 966 298
¢990 O T g0 1900 ¢ 96€T €7ce 96°0 L4970 966 198
¢990 O ¥ g0 1600 ¢ 0S€T €7ce 96°0 260 966 298



181

88€°0

6¥€°0

€4€°0

L8€°0

10%°0
107°0

10¥°0
79€°0

L8€°0
€070

8670
v917°0

12€°0

€290
189°0

99°0
€99°0

10470

¥ael 0

8¢L0
99€°0
909°0
G€9°0

99°0

€89°0

9070

679°0

¢99°0

CRGEOECROECEGECEGEOECEOEOCECECEGEOROEOEGROEOCRGEOEGORG)

A e e A A e A A e A e A e e e A e A R

g0
g0
g0
g0
g0
g0
G0
g0
g0
g0
g0
g0
g0
g0
g0
g0
g0
g0
g0
g0
g0
G0
g0
g0
g0
g0
g0

1600
15070
1600
15070
16070
16070
16070
15070
16070
15070
16070
15070
16070
160°0
16070
160°0
16070
160°0
16070
160°0
16070
150°0
16070
160°0
15070
1600
16070

A EE e T A e T e R o R e B e B e R o B e R T e e B e B e A e S e B e B o R o B e R e B = I S |

6€4
L2891
¥66
176
€68
G.8
191
6¢.
G69
LL9
299
v
06¢1
€L0T
Geot
9.6
V¥6
788
€78
Lyl
L0.
L9
7€9
¢8¢€
(44!
V1cT
2901

€9¢
L°CC
Lce
L°CC
L°CC
L°CC
L°CC
L°CC
L°C¢
L°C¢
L°C¢
L°CC
6°6¢
6°6¢
6°6¢
6°6¢
6°6¢
6°6¢
6°6¢
6°6¢
6°6¢
6°6¢
6°6¢
6°6¢
€7ce
€7ce
€7ce

96°0
960
96°0
960
960
960
96°0
960
960
960
960
960
960
96°0
960
96°0
960
96°0
960
96°0
960
96°0
960
96°0
960
96°0
960

€L0
G9°0
G9°0
90
490
G9°0
690
G9°0
G990
G9°0
G990
G690
6G°0
640
6S°0
640
6S°0
640
6S°0
640
6S°0
640
6S°0
640
260
L4970
260

966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966
966

08TT
070t
0¥0T
070t
070t
070t
070t
070t
070t
070t
070t
070t
006
006
006
006
006
006
006
006
006
006
006
006
298
198
298



Phase Inversion Data from Literature

Appendix A.

182

PGS0 SS ¥ 990 6200 ¥ €8T 9L 80 990 966 098
GGe0 SS90  6L00 T 8L 9L 80 990 966 098
9pIXO
GGe'0 SS90  6L00 T TLI 9L 80 990 966 098 RSILCTVY -
GIF°0 SS ¥ 90 6L00 ¥ 89¢ oy 80  F80 966  06ST
8TF'0 SS ¥ 990 6L00 F  9g¢ oy 80 780 966  06ST
8IF'0 SS ¥ 90 6L00 ¥  6V¢ oy 80  F80 966  06ST
LTF0 SS ¥ 990 600 T 9 oy 80 780 966  06ST
9zZF'0 SS ¥ 90 6L00 F  6SC oy 80  F80 966  06ST
82F0 SS ¥ 990 6L00 F  ISC oy 80 780 966  06ST
LEF0 SS ¥ 990 600 T €9¢C oy 80  F80 966  06ST
977’0 SS ¥ 990 6L00 F  TST oy 80  F80 966  06ST
6VFP0 SS ¥ 950 600 ¥  T1ST o 80  FS0  966 06T [79] (€961)
LGP0 SS T 990 600 T €€ oy 80 780 966  06ST BEERS
89F0 SS ¥ 990 6200 ¥ LI oy 80  F80 966  06ST RCILITN PIOD pue uumg)
1260 €80 D ¥ €0 G000 T 00S v I 20T 000T  6LL 10yRA|  URXOYOAD
8260 G0L0 O ¥ G0 G600 I 00 8¢ T 60  000T 298 RGN ouonioy,  [gze] (9661)
IS0 L0 D ¥ G0 G600 T 00¢ e I €90 000T 6.8 RCIETNN ouozZUOg MOUSIN
G7S0 890 O ¥ G0 G0 T 00F e T ¢L0  000T  90TT YR DEHD pue yooeJ
290 O ¥ g0 1900 T GSFT  €9% 960  €L0 966  OSTT
290 D ¥ g0 1%00 T IgIT €9% 960 €0 966  OSII
zeeo 5 % g0 TG00 T 166 €92 960 €L0 966  OSIT
6690 O ¥ ¢0 1800 T 08 €9z 960 €40 966  OSII
8890 O ¥ g0 1500 T €08  €9Z 960 €40 966  OSTT
16€°0 5 F g0 1900 T €L €92 960 €0 966  OSTT
€070 5 % g0 IS0 T 009 €92 960 €L0 966  OSIT



183

190 SS 7 9¢'0 600 ¥ €ey 1°9¢ 80 ¢S50 966 998
€1G0 SS 7 9¢'0 600 ¥ 80¥ 1°9¢ 80 ¢S0 966 998
1160 SS ¥ 9¢'0 600 ¥ 66€ 1°9¢ 80 ¢S0 966 998
¥190 SS ¥ 9¢'0 6200 ¥ (A5 1°9¢ 80 ¢S0 966 998
VG0 SS ¥ 9¢'0 600 ¥ 0L€ 1°9¢ 80 ¢s0 966 998
IeG'0 SS ¥ 9¢'0 600 ¥ ave 1°9¢ 80 ¢S0 966 998
€640 SS 7 9¢'0 600 ¥ ¢0¢€ 1°9¢ 80 ¢s0 966 998
ve'0 SS ¥ 9¢'0 6200 ¥ 06¢ 1°9¢ 80 ¢S0 966 998
€¥90 SS 7 9¢'0 600 ¥ ¢8¢ 1°9¢ 80 ¢s0 966 998
a0 SS ¥ 9¢'0 6200 ¥ 9.¢ 1°9¢ 80 ¢S0 966 998
€690 SS 7 9¢'0 600 ¥ L9¢ 1°9¢ 80 ¢s0 966 998
¢LS0 SS ¥ 9¢'0 600 ¥ 97¢ 1°9¢ 80 ¢S0 966 998
6,90 SS 7 9¢'0 600 ¥ e 1°9¢ 80 ¢80 966 998
€650 SS ¥ 9¢'0 600 V¥ 0€e 1°9¢ 80 ¢s0 966 998 TOYRAN QULNIO],
16v'0 SS ¥ 9¢'0 600 ¥ 607 9L 80 G9°0 966 098
G670 SS ¥ 9¢'0 600 V¥ 0s€ 9. 80 990 966 098
@670 SS 7 9¢'0 6200 ¥ e 9L 80 90 966 098
g0 SS 7 9¢'0 6200 ¥ 0re 92 80 G990 966 098
g0 SS 7 9¢'0 600 ¥ €0¢€ 9L 80 G9°0 966 098
¥09°0 SS ¥ 9¢'0 600 ¥ 0.2 9. 80 G990 966 098
¢090 SS 7 9¢'0 600 ¥ 99¢ 9L 80 90 966 098
GI¢’0 SSs 7 9¢'0 600 ¥ 6€¢ 92 80 G990 966 098
GIg’o SS ¥ 9¢'0 600 ¥ 1€¢ 9L 80 G9°0 966 098
¥eg0 SS ¥ 9¢'0 600 ¥ V1¢ 92 80 G9°0 966 098
9¢¢0 S5 7 9¢'0 6200 ¥ 20¢ 9L 80 G9°0 966 098
¢eS'0  SS ¥ 9¢'0 600 ¥ V6T 9. 80 G9°0 966 098
Gego SS ¥ 9¢'0 6200 ¥ 06T 9L 80 90 966 098



Phase Inversion Data from Literature

Appendix A.

184

¥L60 SS ¥ 9¢'0 600 ¥ €6¢ T'T¢ 80 6¢°0 966 6S9 IoYe M URXaH
L19°0 SS ¥ 9¢'0 600 ¥ 919 1'¢ 80 LLT 966 8€8

8190 SS 7 9¢'0 600 ¥ 004 1'¢ 80 LL°C 966 8€8

9190 SS ¥ 9¢'0 6200 ¥ 0S¥ 1'¢ 80 LLC 966 8€8

¥190 SS ¥ 9¢'0 600 ¥ vy 1'¢ 80 LL°C 966 8€8

L19°0 SS ¥ 9¢'0 600 ¥ 66€ 1'¢ 80 LLC 966 183

G190 SS 7 9¢'0 600 ¥ 6v€ 1'¢ 80 LLT 966 3¢8

9190 SS ¥ 9¢'0 600 ¥ 0¢e 1'¢ 80 LLC 966 183

G190 SS ¥ 9¢'0 600 ¥ 5145 1'¢ 80 LLC 966 3¢8

6190 SS ¥ 9¢'0 600 ¥ 66¢ 1'¢ 80 LLC 966 8€8

8190 SS 7 9¢'0 6200 ¥ 0¢¢ 1'¢ 80 LLT 966 3¢8

9190 SS ¥ 9¢'0 6200 ¥ 9¢¢ 1'¢ 80 LLC 966 8€8

¢90 SS ¥ 9¢'0 600 ¥ (44 1'¢ 80 LLC 966 3¢8

¢c90 S5 ¥ 9¢'0 6200 ¥ 00¢ 1'¢ 80 LLC 966 8€8

290 SS ¥ 9¢'0 600 ¥ 00¢ 1°¢ 80 LLC 966 8¢8 ToYRAA [oueinqosy
1060 SS 7 9¢'0 600 V¥ 9¢€9 €09 80 LE0 966 789

8I¢0 SS 7 9¢'0 600 ¥ 67 €04 80 L€°0 966 789

Gee'o SSs ¥ 9¢'0 600 ¥ 96€ €09 80 LE0 966 789

Geq0 SS ¥ 9¢'0 600 ¥ 06€ €04 80 L€°0 966 789

€460 SS ¥ 9¢'0 600 ¥ 413 €09 80 LE0 966 789

€690 SS 7 9¢'0 600 ¥ LEE €04 80 L€°0 966 789

L850 SS ¥ 9¢'0 600 V¥ vie €09 80 LE0 966 789

160 SS ¥ 9¢'0 600 ¥ 90€ €09 80 L€°0 966 789 ToYe M oueydoy
6670 SS ¥ 9¢'0 600 ¥ 864 1°9¢ 80 ¢s0 966 998

€090 SS 7 9¢'0 600 ¥ 019 1°9¢ 80 ¢80 966 998

€090 SS 7 9¢'0 600 ¥ 187 1°9¢ 80 ¢S50 966 998

9060 SS ¥ 9¢'0 6200 ¥ vav 1°9¢ 80 ¢S0 966 998



185

7920 SS 0 690 LLTO T  g0¢ 9¢  FOT L0  900T 8798
9¢2°0 SS 0 690 LLTO T  OIF 9¢ 0T LL0  900T 8798
8TL0 SS 0 650 LLTO T 96T 9¢  FOT L0  900T 8798
L0 SS 0 690 LLTO T 192 9¢ 0T LL0  900T 8798
7L9°0 SS 0 650 LLTO T L6l 9¢  FOT L0 900T 8798  TorRM ouLwmy)
860 SS 0 6S0 LLTO T ISP 89T SOT IS0  900T 898
9,0 SS 0 650 LLTO T ¥6E 89T 80T IS0 900T 898
860 SS 0 680 LLTO T WO0E 89T SOT IS0 900T 898
980 SS 0 680 LLT0 T @S¢ 89T 80T IS0 900T 898
860 SS 0 6S0 LLT0O T 002 89T SOT  I80  900T 898
86.°0 SS 0 650 LLTO T 006 89T SOT IS0 9001 898
80 SS 0 690 LLTO T 8F 89T SOT IS0  900T 898 proe proe
¥8L°0 SS 0 650 LLT0O T 66C 89T  SOT IS0 9001 898 ouky - oukmqost  [16] (200g)
9.0 SS 0 690 LLTO T 8% 89T SOT IS0 900T 898 -nqosy - Kayypon
GeL’0 SS 0 680 LT0 T g 89T SOT IS0 900T 898  + Iovep\ ouOWN)  PUR 9AY
1970 SS ¥ 990 6,00 ¥ 19 T'IS 80 620 966 699
G9F'0 SS T 90 6.0 F 166 TTIS 80 620 966 699
89F'0 SS ¥ 90 6.0 F 0. TIS 80 620 966 699
9.0 SS ¥ 90 6.0 F 0z TIS 80 620 966 699
Z8F'0 SS ¥ 90 6.0 ¥ 0I¢  TIS 80 620 966 699
¥SF0 SS ¥ 940 600 ¥ WLy TIE 80 680 966 699
60 SS ¥ 990 6,00 ¥  FOF TS 80 620 966 699
9670 SS ¥ 990 6.0 ¥ GFF  TIS 80 620 966 699
IS0 SS ¥ 960 600 ¥ 10F TIG 80 620 966 699
TG0 SS ¥ 990 6.0 ¥ T9¢  TIS 80 620 966 699
FeS0 SS ¥ 990 6200 T 9Fe€  TIS 80 620 966 699
1660 SS ¥ 990 6.0 ¥ g€ TTIS 80 620 966 699



Phase Inversion Data from Literature

Appendix A.

186

9INJRINI WOIJ POISYIRS SOFURI JUS[RAIqUIR JUSIOPIP UO RIRD [RIUSWLISdX 'y ATAV],

6480
9680
¢S8°0
€98°0
.80

SS
SS
SS
SS
SS

S O o o O

640
6S°0
640
6S°0
640

LLT°0
LLT°0
LLT°0
LLT°0
LLT°0

A B e B e o B |

867
86€
00€
69¢
00¢

9¢
9¢
9¢
9¢
9¢

V0’1
V0T
vO'T
0!
V0T

120
L2270
L2270
L2270
120

900T
9001
900T
9001
900T

8'¢98
8°C98
8'¢98
8°C98
8'¢98



Appendix B

Mathematical Model for the
Homogeneous Polymerization of Styrene in

Presence of Polybutadiene

Following Estenoz et al. [389], the mass balances showed in this section correspond to the
kinetic mechanism shown in Table 4.3 for the pseudo-homogeneous batch polymerization of

high impact polystyrene.

Initiator

@ (1B V) = ~halB]V (B.1)

Monomer

% ([St]V) = =R,V = —kp [SU([ST] + [PV (B.2)

Here, [S°] and [P°] are the sum of each styrene and copolymer radicals respectively,
and R, is the overall rate of St consumption. This expression assumes the “long chain

approximation”, by which propagation is the only monomer-consuming reaction.

Ungrafted butadiene units

% (BIV) = ={kia[I'] + kga ([S7] + [PDIBIV + kpu[SH [P’V (B.3)

B stands for the unreacted butadiene units, generated by transfer of Py radicals and

consumed by any attack to the rubber.

Radical species

% ([I1V) = {2fkall2] — (ka[St] + kio[B]) [I']}V (B.4)
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% ([S11V) = {ka[SUI] + 3kio[St)° — kp[SU[S1] + kyar [SE [P’ + ke [St] ([S7] + [P}V —
{kralB] + ke ([ST + [Pl 4+ [Ro]) + ke [ST}STV - (B.5)
% ([SnTV) = kp[St][Sn—1"]V = {kp[St] + kpar[St] + kpalBl + kie ([ST] + [P7] + [Ro]) STV
(B.6)

forn>1

4 ([Po1V) = ka[I'] + kya[S°] + [PYY[BIV — {ki[St] + kpa[ST] + kue[ST] + [P7] + [T} Po']V

dt
(B.7)
% ((PV) = kg[St [PoIV = {kp[St] + kpar [ST) + ke [Bl + ke [ST] + [P+ [Bo'T}HPC]V . (B.8)
% ([PTV) = kp[St[ P11V —{kp[St] +kpnr [St]+kpa [ Bl + ke [ST]+ [P+ [ R} EP TV (B.9)
forn>1

Equations B.5 and B.6 may be combined to obtain the global balance for St radicals,

while adding equations B.7-B.9 gives the mass balance for all P radicals.
Chain length distributions of free PS

The number chain length distribution (NCLD) is calculated as the result of the mass

balance for each PS species. First define the following auxiliary variables:

kiR
7y 151)? ()
7] (B.11)
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__[5]
Y = 5 + [P (B.12)
k| by [B]
= + 51 +v8 (B.13)
a=T1+p (B.14)

Using the above variables in Eq. B.5 yields:

YRy«

S1l= —7—— B.15
1517 kp[St] (1 + ) (B-15)
Similarly, in Eq. B.6 for n > 1:
. YRy«
Sl = e T on B.16
[Sn’] kp[St] (1 + «) ( )
Thus, for all the possible values of chain length, n, the balance gives:
d —n
T ([Snl V) = YRy (7‘ —vB+ Bd;om) 1+a)™"V (B.17)
If n is large enough (=~ 1 x 10%), the term (1 4+ a)~" may be approximated to e~®" and
the NCLD of free PS can be obtained by the numerical integration of:
d
4 (18V) = vRya <T B+ WQO‘”> emany (B.18)

The weight CLD can be readily calculated by multiplying Eq. B.18 by the molecular

weight of each chain, which is nMg;, and integrating numerically:

Bypan
2

4 ([Sn] VnMs:) = YRy (7’ -8+

o ) e “"nMgV (B.19)
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Appendix C

Mathematical Model for the
Heterogeneous Polymerization of Styrene in

Presence of Polybutadiene

The mass balances showed in this section correspond to the kinetic mechanism shown in

Table 4.3, but under the following considerations:

1. Initially, the reacting mixture consists of a polybutadiene in styrene solution. The

monofunctional initiator is dissolved in the corresponding concentration.

2. Once the polymerization begins, the vitreous phase is immediately separated from the
rubber-rich phase. Styrene is transferred from the continuous to the dispersed phase so
as to guarantee an equilibrium partition coefficient of 1. The transferred flux of styrene
also carries initiator, initiator radicals, and styrene propagating radicals, all in their

corresponding concentration at each time step.

3. Polybutadiene, copolymer propagating radicals and dead copolymer chains do not get
transferred across the interface. It is assumed that the presence of the graft copolymer

does not substantially modify the density of the ungrafted polybutadiene.

4. The long chain approximation is assumed, by which monomer is mostly consumed in

the propagation reactions.

5. The termination by combination rate constant includes the gel effect from the work by
Hui and Hamielec [404], computing it for each phase separately, since it depends on the

polymer concentration present.

6. All other kinetic constants are assumed equal in each phase.
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Rubber-rich phase

Initiator p
g (Bl Vi) = —kq[I2], V2 (C.1)
Monomer J
— (Mg; [St], Vi) = =kp [S1],, ([S"], + [P']) Ve Mgy — F (C2)

dt

Here, [S°], and [P°] are the total styrene and copolymer radicals in the rubbery phase
respectively.
Ungrafted butadiene units

% ([BIVr) = ~{kia[I'ly + kya ([S°]r + [PD}BIV: + kpu[St] [Po]V: (C.3)

B stands for the unreacted butadiene units, generated by transfer of Py radicals and

consumed by any attack to the rubber.

Radical species

3 (1), Vi) = 2k 1], V, — kialS8), 17, Vi - =i, (1)

% ([S171:V2) = {ka [St, (1] +3kio [t —kp[St]r[S1 Tk par [Se [Po" 1+ par [St ([S7] + [P} Ve~
{kra[Bl + kier ([S°]r + [P+ [PO']) + Kpae [T} ST T Ve — pFSt[Sl']r (C.5)
% ([Sn]:Vr) = kp[St]r[Sn—l.]TVr - {kp[St]r + ka[St]r + ka[BH‘
kier ([S]r + [P+ [Po])} [Snr Vi — /)Z;[Sn?r (C.6)

forn>1
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% ([Po1Vr) = kil ')y + Ky Sy + [P][BIV: — {kia[St]r + kpar[St]r+

kier [S']r + [P7] + [RO']} [P0]V: (C.7)

% ([PIVe) = kis[St]p[P0°1Ve — {kp[Stlr + kpae[St]r + Ky [B] + kier [S7]r + [PT] + [RT}HPUTV,
(C.8)

% ([PIVe) = ke[St [Pt "IVe = {kp[Stlr + kpas (St + k[ Bl + kier [S7]r + [P7] + [Bo TP TV,
(C.9)
forn>1

Equations C.5 and C.6 may be combined to obtain the global balance for St radicals in the

rubber-rich phase, while adding equations C.7-C.9 gives the mass balance for all P radicals.

Phase volume

dVy _ —hy 1], (8], + [P) Vi M, — F

= C.10
dt pPst ( )
Vitreous phase
Initiator J
i ([L2], Vo) = —kq [12], V2 (C.11)
Monomer J
(M [S1), Vi) = —ky[S1]a S7), VoMse + F (C.12)
Here, [S°], represents the total styrene radicals in the vitreous phase.
Radical species
d . . : P
= ('], Vo) = 2fka L2, Vo = ka[Stly [T Vo + — [I], (C.13)
dt Pst
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% ([S1]oVo) = {kar[St]u[T]o + 3kio[St]} — kp[St]o[S1 7]+ kpar[Stu[S ]} Ve
+ Ktew ([S7]0) + krar[Stu}S17] Ve + pl:t[sl']r (C.14)
% ([Sn]vvv) = kp[St]v[Sn—l.]vVv - {kp[sﬂv + ka[St]v+
breo (1)} [S7Va + (807 (C.15)
pst
forn >1

Equations C.14 and C.15 may be combined to obtain the global balance for St radicals

in the vitreous phase.

Phase volume

AV,  —kp[St], [S], VeMs; + F N kp[St]w [S°], Vo Msy

_ C.16
dt pst pPS (G.16)
Transferred styrene from the rubber-rich to the vitreous phase
(st +mppBES) kSt [S7], Ve + (s, = meps) ky (58], (1S + [P Ve
F= I Mg
PBypny PS
(C.17)

Chain length distributions of free PS

The number chain length distribution (NCLD) is calculated as the result of the mass
balance for each PS species as shown in Appendix B, only that in this case the calculation is

performed for each separate phase and then added term-by-term, following Casis et al. [376].
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