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Abstract. SAR (synthetic aperture radar) and PolSAR (polarimetric synthetic aperture radar)
images fulfill a fundamental role in Earth observation, due to their advantages over optical
images. However, the presence of speckle noise hinders their automatic interpretation and
unsupervised use, rendering traditional segmentation tools ineffective. For this reason, advanced
image segmentation models are sought to overcome the limitations that make an adequate treat-
ment of speckled images difficult. We propose a procedure for SAR and PolSAR image clas-
sification, based on texture descriptors, that combines fractal dimension, a specific probability
distribution function, Tsallis entropy, and the entropic index. A vector of local texture features is
built using a set of reference regions, then a support vector machine classifier is applied. The
proposed algorithm is tested with synthetic and actual monopolarimetric and polarimetric SAR
imagery, exhibiting visually remarkable and robust results in coincidence with quantitative qual-
ity metrics as accuracy and F1-score. © 2021 Society of Photo-Optical Instrumentation Engineers
(SPIE) [DOI: 10.1117/1.JRS.15.046511]
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1 Introduction

Synthetic aperture radar (SAR) images, either monopolarimetric or fully polarimetric, are exten-
sively used in remote sensing given their advantages over optical imaging. Among these advan-
tages, we can count their obliviousness with respect to daylight and weather conditions, the
extraction of polarimetric information that provides relevant cues about landcover properties
or phenomena, and the ability to penetrate the soil or other surfaces and provide indirect relevant
measures as moisture, canopy, mineral density, etc.1 These advantages, together with the evo-
lution and growing effectiveness of the underlying electronics, are enabling the fact that satellite
constellations with SAR sensors are increasingly frequent, thus triggering a surge of image
availability.

However, the speckle noise phenomenon makes these images hard to handle. Speckle noise is
a typical undesirable effect arising in active sensing systems that operate by emitting coherent
pulses of energy (light or sound) and record the received backscatter signal.2 This occurs for
example in sonar, ultrasound, and radar systems. The pointwise intensity of the backscatter
depends prima facie on the physical properties of the target surface. But the local lack of physical
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coherence in the target may produce self-interference phenomena, which are received at the
detector as random pointwise fluctuations in the sensed intensities. A physically encompassing
modeling of this phenomenon can be dauntingly complex. Notwithstanding this, adequate and
effective models have been proposed, which regard speckle noise as a stochastic, multiplicative
variable with a specific statistical distribution. In Refs. 3 and 4, a review of SAR image statistical
models that arise from this assumption is provided. Following the multiplicative model, Frery
et al.5 introduced the G0

I distribution, which has been used for SAR data analysis because it is a
suitable way for modeling areas with different kinds of texture. The G0

I distribution is shaped by
three parameters: α is related to the target texture, γ is related to the brightness (also called scale
parameter), and L is the number of looks, which describes the signal-to-noise ratio. The first two
are locally estimated, while the latter is the same for the whole image and can be either known or
estimated. Estimations of the α parameter are usually used as an image texture descriptor.

Another approach to describe image textures is by means of fractal features.6,7 Fractal dimen-
sion (FD) characterizes the geometric complexity and the scale invariance properties of a given
set.8 The box-counting technique is widely used for image FD computation, since it exhibits a
good tradeoff between precision and computational cost. Another algorithm for image FD esti-
mation is the triangular prism surface area method,9 where FD is computed by regarding the
image as a height field. In this work, both procedures are used to evaluate local texture features.

Besides, information theory provides useful methods to assess and quantify the disorder
degree (or entropy) of a dataset, which has been used in many image processing problems, such
as segmentation and classification.10,11 Tsallis entropy was proposed in Ref. 12 as a generali-
zation of Shannon entropy,13 and the underlying concepts were employed as a texture descriptor
for polarimetric synthetic aperture radar (PolSAR) image segmentation.14

Inspired by these works, we present a new approach for SAR and PolSAR image classifi-
cation using a supervised learning algorithm that segments the image by means of texture fea-
tures. We introduce a local texture feature vector to represent regions with different types of
texture, and the support vector machine (SVM) classification method15 is used, since it requires
far less computational power as compared with deep convolutional networks used for SAR
image classification.16–18 Since we are interested in a multiclass-classification, a one-against-
one-approach is used. Thus, for h classes, a voting scheme defines the appropriate class after
hðh − 1Þ∕2 binary classifiers are trained.

Our approach is tested with synthetic monopolarimetric SAR data as well as monopolari-
metric and polarimetric actual SAR images. The performance is assessed by means of standard
metrics, as computed from the confusion matrix. The results show that our approach is suitable
for distinguishing regions such as water, pasture, forest, or urban zones according to their texture
features.

The main contribution of this article is a feature vector including diverse texture descriptors
used to train an SVM methhod for actual SAR image classification. Neither preprocessing nor
noise removal methods are applied to the images used for this analysis. The presence of noise is
indirectly considered through the texture parameter of the G0

I distribution, the FD, the box-count-
ing dimension, and the Tsallis entropy.

The remainder of this paper is organized as follows: the texture descriptors used in this article
are introduced in Sec. 2, including G0

I distribution parameters, two different methods for FD
estimation, the entropic index, and Tsallis entropy computation. Section 3 presents the proposed
process for image classification using texture descriptors. In Secs. 4.1 and 4.2, we show the
results of applying the proposed segmentation method to synthetic and actual data, respectively,
including PolSAR images. In Sec. 5, an overview on the obtained results is presented. Finally,
in Sec. 6, we elaborate on the limitations and drawbacks of our contribution and propose future
research lines.

2 Texture Descriptors

Texture descriptors are widely used in image classification problems. In Refs. 19 and 20,
the authors present a review of texture features and methods for texture recognition, applied to
optical images. Speckle noise contamination in general requires different image processing
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treatment, and texture descriptors are no exception. For this reason, in this section, we briefly
introduce three mathematical formalisms that individually have been used for robust texture
descriptors in SAR images, and then we show how they can be combined for image classifi-
cation. The algorithms for computing texture descriptors are independent of each other. Readers
familiar with any of these formalisms can skip the corresponding subsections.

2.1 G0
I Distribution

In this work, the G0
I distribution is used as a suitable model for image areas with different kinds of

textures. This distribution is less computationally complex as compared with other distributions,
as the K or generalized Rayleigh distributions. The G0

I distribution does not involve integral
functions, for instance, the Bessel function and its parameters have a direct interpretation.
This point is extensively analyzed in Ref. 21. Under the multiplicative model, the return
Z ¼ X · Y follows a G0

I ðz; α; γ; LÞ distribution, where X and Y correspond to the backscatter and
the speckle noise, respectively. Speckle noise Y follows a ΓðL; LÞ distribution, with probability
density function (PDF) given as

EQ-TARGET;temp:intralink-;e001;116;545fYðy;LÞ ¼
LL

ΓðLÞ y
L−1 expð−LyÞ: (1)

The physics of the image formation imposes L ≥ 1.
The model for the backscatter X may be any distribution with positive support. One

possibility is to use the reciprocal Gamma law, a particular case of the generalized inverse
Gaussian distribution, which is characterized by the following PDF:

EQ-TARGET;temp:intralink-;e002;116;452fXðx; α; γÞ ¼
γ−α

Γð−αÞ x
α−1 expð−γ∕xÞ; (2)

where α < 0 and γ > 0 are the texture and scale parameters, respectively.
Finally, the return Z can be modeled by G0

I ðz; α; γ; LÞ whose PDF is

EQ-TARGET;temp:intralink-;e003;116;387fZðzÞ ¼
LLΓðL − αÞ
γαΓð−αÞΓðLÞ ·

zL−1

ðγ þ zLÞL−α ; (3)

where −α; γ; z > 0 and L ≥ 1. The α parameter has noteworthy interpretations related to the
roughness of the target. A value of α ∈ ½−3;0Þ is associated with extremely rough terrains, such
as urban zones. Intermediate textured areas such as forests or cultivated zones with high canopy
correspond to α ∈ ½−6;−3Þ. Finally, smooth areas such as pastures and flat bare land regions
yield an α ∈ ð−∞;−6Þ.

To estimate the parameters of the G0
I distribution, the maximum likelihood (ML) estimation

method can be applied as follows. Given z ¼ ðz1; : : : ; znÞ, a sample of independent and iden-
tically distributed random variables with common distribution G0

I ðz; α; γ; LÞ and ðα; γÞ ∈ Θ ¼
R− × Rþ, an ML estimator of ðα; γÞ satisfies

EQ-TARGET;temp:intralink-;e004;116;233ðα̂; γ̂Þ ¼ arg maxðα;γÞ∈ΘLðα; γ; L; zÞ; (4)

where Lðα; γ; L; zÞ ¼ Q
n
i¼1 fZðziÞ is the likelihood function, and fZ is given in Eq. (3). This

leads to α̂ and γ̂ such that
EQ-TARGET;temp:intralink-;e005;116;177

n½Ψ0ð−α̂Þ − Ψ0ð1 − α̂Þ� þ
Xn
i¼1

ln

�
γ̂ þ Lz2i

γ̂

�
¼ 0;

nα̂
γ̂
− ðL − α̂Þ

Xn
i¼1

1

γ̂ þ Lz2i
¼ 0; (5)

where Ψ0ðtÞ ¼ d lnΓðtÞ∕dt is the digamma function. This system can be solved with the
BFGS22 method, but given that the likelihood function Lðα; γ; L; zÞ is flat, its maximization leads
to many numerical problems, which are discussed in Ref. 23.
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2.2 Fractal Dimension Estimation

Let U ⊂ Rn be a nonempty set and define jUj ¼ supfkx − yk∶x; y ∈ Ug its diameter. Denote
with fUigi∈I a countable class of sets in Rn such that for every i ∈ I it holds that supfjUijg ≤ r.
Then, for every F ⊆∪i∈I Ui, fUigi∈I is an r-cover of F. Consider a closed set A ⊂ Rn and
let NrðAÞ be the smallest number of sets with diameter at most r that cover A. Then, the box-
counting dimension of A is given as

EQ-TARGET;temp:intralink-;e006;116;656BC ¼ lim
r→0

logðNrðAÞÞ
logð1∕rÞ ; (6)

if the limit exists and it is used as an FD estimation of the set A. If A is a planar set, squared cells
of side r can be used and its box-counting dimension is related to the number of cells where the
set has non-null measure. The process for numerically calculating BC of a binary image consists
of partitioning the image in squared cells of side r and averaging the number of cells Nr required
to cover A. This is performed for several values of r. Finally, BC can be estimated as the slope of
the regression line that fits the points ðlogðNrÞ; logð1∕rÞÞ. Real-valued images require to be
binarized before computing BC.

Another method, suitable for the FD estimation of images, regards the image as a topographic
surface.9 This algorithm is a two-dimensional generalization of the “walking dividers” used to
evaluate the FD of linear features (e.g., coastal lines). In this method, the image is considered as a
height field, whose surface is divided into cells of size r × r. Each cell is partitioned into four
triangles (using its center as a common vertex). The following step is to calculate the areas of the
tops of the prisms that result from vertically projecting these triangles to their given heights. This
process is repeated varying the cell size. Smaller cell sizes catch more detail of the height field.
If β is the slope of the linear fitting of the total area as a function of the cell size in log–log space,
then the FD is estimated as

EQ-TARGET;temp:intralink-;e007;116;420

cFD ¼ 2 − β: (7)

Since β can be regarded as a self correlation parameter,24 enhanced self-correlation estimation
methods can achieve more robust FD evaluation results.25

2.3 Entropy

Entropy is a fundamental concept related to the notion of disorder in statistics. Given pðx; θÞ
a PDF in a space Ω, where θ ¼ ðθ1; : : : ; θrÞ is a parameter vector in the parameter space Θ, and
a sample z ¼ ðz1; : : : ; znÞ, the standard expression of the entropy of the sample, following
Shannon,13 is given as

EQ-TARGET;temp:intralink-;e008;116;276SðθÞ ¼ −
Xn
i¼1

pðzi; θÞ lnðpðzi; θÞÞ: (8)

Tsallis proposed in Refs. 12 and 26 a generalization of the Shannon entropy is given as

EQ-TARGET;temp:intralink-;e009;116;215STðθÞ ¼
1

q − 1

�
1 −

Xn
i¼1

pðzi; θÞq
�
; (9)

where q ∈ R. When q → 1 in Eq. (9), STðθÞ tends to SðθÞ, Eq. (8), and thus q, as a generalization
parameter is called entropic index, and is a free parameter that characterizes the nonextensivity
degree of the model. When q > 1, the model provides a higher weight to the inliers in pðzi; θÞ,
and the opposite is the case when q < 1. In this work, we compute the entropic index using the
method proposed in Ref. 27 because it has been successfully used in optical image segmentation
by considering the q value that maximizes the redundancy as an image feature. Algorithm 1
shows the process to compute the q value for a given image.
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3 SAR Image Classification

In this section, the proposed process for image classification using texture descriptors is pre-
sented. The underlying mechanism is to combine together all these textural features, taking
advantage of the different information aspects that each one provides. A sliding window of size
s × s is considered to estimate the following texture metrics for each image pixel:

1. ML estimation of the texture parameter α̂ of the G0
I distribution, using Eq. (5).

2. Box-counting BC computation, using Eq. (6).
3. FD approximation cFD, using Eq. (7).
4. Optimum Tsallis entropic index qT calculated using Algorithm 1.
5. Tsallis entropy ST, computed with the optimum entropic index described in item 4.

The selection of the sliding window size must be based on a balance between results quality
and computational cost. If this size is small, the estimations of entropy, α parameter of the G0

I
distribution, and FD may be unrepresentative of the region roughness. On the other hand, large
window sizes imply a high computational cost with no substantial gain in the quality of the
results. Initially, it is possible to investigate SAR image classification properties using all these
texture features combined in different ways. In this work, we focus on the following two sets of

features: A� ¼ fα̂;BC; cFD; qT; STg and A ¼ fBC; cFD; qT; STg. The set A� involves the five fea-
tures introduced above, which take into account different textural aspects. However, the estima-
tion of the α parameter of the G0

I distribution requires the numerical maximization of a flat
function (with very low derivative), implying a high computational cost. Using the feature set
A (i.e., dropping the α parameter estimation), this problem is removed with very little impact on
the final results. Then, we apply the SVM model to obtain the classifiers SMVA� and SMVA,
respectively. The training procedure is performed using labeled patches of the original image.
In synthetic images, the region labels are set according to α parameter values used in the
image generation, whereas in actual SAR images it is performed by a photointerpretation
expert. The regions of interest (RoI) are randomly split according to the usual proportions
60% − 20% − 20%, the former two for K-fold cross-validation, K ∈ N, to find the best hyper-
parameters and the best kernel of the SVMmethod, and the remaining unseen 20% for testing the
model, for more information about validation methods see Ref. 28. In the process of kernel and
hyperparameter analysis, the following indicators are computed in every fold: F1-score, inter-
section over union (IoU), and the area under the receiver operating characteristic curve (AUC).
Then, the parameters and kernel selection are performed from the best mean and standard
deviation of these measures.

Algorithm 1 Optimum Tsallis entropic index computation algorithm.

input: Original image Img, a; b ∈ R − f1g, a < b

output: optimum entropic index qT

begin

h← normalized histogram of Img

p← nonvanishing values of h

N← length of p

for q ∈ fa; aþ 0.1; : : : ; bg; q ≠ 1 do

ST ðqÞ← Tsallis entropy

SmaxðqÞ←ð1 − N1−qÞ∕ðq − 1Þ (maximum entropy)

RT ðqÞ←1 − ST ðqÞ∕SmaxðqÞ (redundancy)

qT← arg max
q∈fa;aþ0.1;: : : ;bg

RT ðqÞ
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Figure 1 shows a scheme of the proposed SAR image classification process. Given the origi-
nal image, the first column shows the labeled RoI for training in the different texture feature
images. The second column represents the SVM model training. The third column summarizes
the evaluation of the method using different standard metrics, which are utilized to find the better
parameters. The fourth column represents the final multiclass classification.

4 Results

4.1 Synthetic Image Classification

In this section, we present the results of applying the proposed SAR image classification method
to images generated by plane model with and without outliers. Since we are interested in pre-
senting a new approach that can be used for any type of SAR images, we evaluate our proposal
considering different numbers of looks.

4.1.1 Plain synthetic model

Following the recommendations proposed in Ref. 29, a synthetic image of size 500 × 500

is generated using the G0
I distribution with parameters ðα; γÞ ∈ fð−6.5; 0.1Þ; ð−3.5; 0.1Þ;

ð−2; 0.1Þg, L ∈ f1;2g, divided into three regions. Figure 2 shows singlelook [Fig. 2(a)] and
multilook [Fig. 2(b)] cases, and pixel labels of the synthetic image [Fig. 2(c)], according to high
(red), medium (green), and low (blue) textured areas. To compute the feature values for each
pixel, we use a sliding window of size s ¼ 11, and set a ¼ −2 and b ¼ 8 the parameters in
Algorithm 1. The input parameter values used in the algorithm are empirically selected. For
each region, we consider a random training sample of 900 pixels that are at least five pixels
apart from the region boundaries.

Fig. 1 Schematic representation of the processing workflow of the proposed SAR image classi-
fication approach.
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An SVM classifier is trained to find optimal values for the cost of constraints violation c, and
parameters d and g used in the following kernel functions:

EQ-TARGET;temp:intralink-;e010;116;522

Kerðx; yÞ ¼

8>>>><
>>>>:

x · y linear;

ðx · yÞd polynomial;

expð−gkx − ykÞ radial;

tanhðgx · yÞ sigmoid:

(10)

For each kernel, we consider the following hyperparameter values: c ∈ f0.001; 0.01; 0.1;
1;5; 10g, d ∈ f2;3; 4g, and g ∈ f0.01; 0.1; 1; 1.5; 2g. Thus, to assess the performance of each
classifier, in the K-fold cross-validation process with K ¼ 5, we compute the mean and standard
deviation of the F1-score, IoU, and AUC. Using the test set, we compute the accuracy of the
best performing model. Table 1 presents the obtained results where the best values are in bold.
In the remaining of this section, we restrict the study to the application of both methods as
follows:

• Singlelook case: radial kernel; c ¼ 5, g ¼ 0.1 for SVMA� ; and c ¼ 1, g ¼ 0.01 for SVMA.
• Multilook case: linear kernel, and c ¼ 1.

If several models achieve the same results, we select the simplest. It is remarkable that the α
parameter of the G0

I distribution as a feature is detrimental or it does not influence the perfor-
mance of these classifiers. Thus, the costly and numerically error-prone optimization associated
with the estimation of this parameter is not required.

Figure 3 shows the results of applying the best classification methods to the images of Fig. 2.
Table 2 shows the corresponding confusion matrices. Misclassified pixels, in both models,
represent the 0.28% in the singlelook case and only the 0.04% in the multilook case.

4.1.2 Elaborate synthetic model

The robustness of an image classification method is related to the ability to perform adequately
even when data are noisy or away from the initial assumptions. Since supervised image clas-
sification is based on training samples, the incidence of noise in the quality of the resulting model
has to be evaluated. In Refs. 30 and 31, this issue is addressed. A commonly occurring situation
in actual SAR imagery is the double bounce phenomenon, by which some pixels have an unusual
high return value.2 This causes actual SAR images to contain outliers. To emulate this phenome-
non in synthetic images and to further assess the robustness of the models trained in the previous
subsection, we use three different types of noise contamination. The underlying idea considers
sample data away from the distribution G0

I ðz; α; γ; LÞ discussed above.
The first type of noise contamination considers that, with probability ε, the observed data

have a G0
I distribution with parameters that differ from the theoretical ones. The second type

Fig. 2 Synthetic SAR images with (a) L ¼ 1 and (b) L ¼ 2, with an inset to better visualize the
textures. (c) Pixel labels according to high (red), medium (green), and low (blue) textured areas.
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returns a fixed value C ∈ Rþ, usually large, with probability ε. The third type assumes that the
scale parameter value is 10k larger than the theoretical one. Explicitly, letW be a given region in
the synthetic image, generated under G0

I ðz; α; γ; LÞ distribution, 0 < ε ≪ 1 is the proportion of
noise contamination, and assume B is a Bernoulli random variable with parameter ε. Now the

Fig. 3 Synthetic image classification. (a) SVMA� applied to the singlelook case with 98.78% accu-
racy. (b) SVMA applied to the singlelook case with 98.67% accuracy. (c) SVMA� applied to the
multilook case with 99.07% accuracy. (d) SVMA applied to the singlelook case with 99.10%
accuracy.

Table 1 Classifier performance assessment and hyperparameter values. Kernel (Ker) are linear
(L), polynomial (P), radial (R), or sigmoid (S).

Ker Parameters F1 mean F1 SD IoU mean IoU SD AUC Mean AUC SD Accuracy

(a) Model SVMA� , L ¼ 1

L c ¼ 1 0.9963 0.0035 0.9926 0.0070 0.9982 0.0018 0.9963

P c ¼ 5, d ¼ 2 0.9948 0.0030 0.9897 0.0060 0.9961 0.0027 0.9870

R c ¼ 5, g ¼ 0.1 0.9967 0.0031 0.9935 0.0062 0.9984 0.0016 0.9926

S c ¼ 1, g ¼ 0.01 0.9958 0.0031 0.9917 0.0061 0.9979 0.0015 0.9926

(b) Model SVMA, L ¼ 1

L c ¼ 0.01 0.9967 0.0031 0.9935 0.0062 0.9984 0.0016 0.9907

P c ¼ 5, d ¼ 3 0.9967 0.0027 0.9935 0.0053 0.9984 0.0012 0.9852

R c ¼ 1, g ¼ 0.01 0.9972 0.0026 0.9944 0.0051 0.9986 0.0013 0.9907

S c ¼ 1, g ¼ 0.01 0.9967 0.0031 0.9935 0.0062 0.9984 0.0016 0.9926

(c) Model SVMA� , L ¼ 2

L c ¼ 1 0.9995 0.0011 0.9991 0.0021 0.9998 0.0005 1.0000

P c ¼ 0.1, d ¼ 2 0.9995 0.0011 0.9991 0.0021 0.9998 0.0006 0.9981

R c ¼ 1, g ¼ 0.1 0.9995 0.0011 0.9991 0.0021 0.9998 0.0005 1.0000

S c ¼ 5, g ¼ 0.01 0.9995 0.0011 0.9991 0.0021 0.9998 0.0005 1.0000

(d) Model SVMA, L ¼ 2

L c ¼ 1 0.9995 0.0011 0.9991 0.0021 0.9998 0.0005 1.0000

P c ¼ 1, d ¼ 2 0.9991 0.0021 0.9981 0.0042 0.9995 0.0011 0.9981

R c ¼ 1, g ¼ 0.1 0.9995 0.0011 0.9991 0.0021 0.9998 0.0005 1.0000

S c ¼ 5, g ¼ 0.01 0.9995 0.0011 0.9991 0.0021 0.9998 0.0005 1.0000

Note: The bold type is used to show the best results.
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model for synthetic region generation will be a convex function Z ¼ BU þ ð1 − BÞW in which
we consider the following types U of noise contamination:

• Type I: U ∼ G0
I ðz; α 0; γ 0; LÞ, ðα 0; γ 0Þ ≠ ðα; γÞ.

• Type II: U ¼ C.
• Type III: U ∼ G0

I ðz; α; 10kγ; LÞ.
For these experiments, we establish ε ¼ 0.1, L ∈ f1;2g, and analyze the noise contaminated

images in the following cases: γ 0 ¼ 0.1, α 0 ∈ f−8;−4;−1.5g, C ∈ f102; 103; 104g, and
k ∈ f1;2; 3g. We apply SVMA� and SVMA classification methods to the noise contaminated
data, with the same hyperparameters and training set as described in the previous section.
The accuracy values of the classifiers applied to the complete image after noise contamination
are presented in Table 3.

Figure 4 shows the best and worst results obtained applying the classifier SVM�
A to two

singlelook images under this noise model. Figure 4(a) represents one among the best perfor-
mances, achieved under type I noise, with α 0 ¼ −4, whereas Fig. 4(b) represents one among
the worst classifications, performed under type III noise, with k ¼ 3.

4.2 Actual SAR Image Classification

In this section, we present the outcomes of the proposed model, applied to classify actual images,
in raw format, both monopolarimetric and full polarimetric SAR data. We compare our results
with the SNAP suite (version 8.0.8.), which follows a common architecture for the European Space
Agency Toolboxes (available at Ref. 32). From this tool, we evaluated the following supervised
classifiers: random forest (RF), KDTree KNN (KD), ML, and minimum distance (MD).

Table 2 Confusion matrices corresponding to the classifiers
applied to the synthetic images. Classes are identified as their
corresponding degree of texture.

Prediction

Reference

Low Medium High

(a) SVMA� (L ¼ 1)

Low 98.13 0.46 0.00

Medium 1.87 98.70 0.86

High 0.00 0.84 99.14

(b) SVMA (L ¼ 1)

Low 98.09 0.61 0.00

Medium 1.91 98.69 1.06

High 0.00 0.70 98.94

(c) SVMA� (L ¼ 2)

Low 98.25 0.24 0.00

Medium 1.75 99.18 0.57

High 0.00 0.58 99.43

(d) SVMA (L ¼ 2)

Low 98.26 0.15 0.00

Medium 1.74 99.27 0.57

High 0.00 0.58 99.43
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4.2.1 Monopolarimetric images

We consider a 2143 × 1146 SAR L-band image taken around the Monte Hermoso city in Buenos
Aires Province, Argentina [see Fig. 5(a)], central latitude: 38°57′60″S, central longitude:
61°19′49″W, which is freely available in Ref. 33. Different landcovers can be observed including
the Sauce Grande forests, lagoon, sea, sandbanks, and urban. The estimated equivalent number

Fig. 4 Noisy synthetic image classification. (a) Type I noise with α 0 ¼ −4 and L ¼ 1. The SVMA�

classifier obtains an accuracy of 98.07%. (b) Type noise III with k ¼ 3 and L ¼ 1. The SVMA�

classifier obtains an accuracy of 64.17%.

Fig. 5 SAR image around Monte Hermoso city, Buenos Aires Province, Argentina. (a) The training
samples are from urban area (red), lagoon area (cyan), pastures area (light green), sandbank area
(orange), sea area (blue), and forest area (dark green). (b) The corresponding optical image from
Google Earth.

Table 3 Accuracy (in percentage) of the classifiers applied to contaminated data.

Noise contamination SVMA� (L ¼ 1) SVMA (L ¼ 1) SVMA� (L ¼ 2) SVMA (L ¼ 2)

Type I: α 0 ¼ −1.5 91.47 90.84 87.01 87.07

Type I: α 0 ¼ −4 98.07 97.79 96.86 96.94

Type I: α 0 ¼ −8 97.18 96.61 96.47 96.28

Type II: C ¼ 100 85.89 92.97 93.92 94.09

Type II: C ¼ 1000 85.82 92.96 93.93 94.08

Type II: C ¼ 10;000 85.81 92.96 93.94 94.08

Type III: k ¼ 1 80.36 80.25 76.69 77.62

Type III: k ¼ 2 65.35 66.05 65.68 66.45

Type III: k ¼ 3 64.17 64.91 64.73 65.49

Note: The bold type is used to show the best results.
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of looks, computed as the quotient between the squared mean and the variance of the sample, is
ENL ¼ 11. The same area was taken from the optical sensor used by Google Earth [see Fig. 5(b)
to facilitate a visual interpretation]. In this latter image, a photo interpretation expert labeled
the following reference samples represented as color rectangles in Fig. 5(a): urban area (red,
11,880 pixel), lagoon (cyan, 19,364 pixel), pastures (light green, 13,857 pixel), sandbank
(orange, 10,017 pixel), sea (blue, 19,620 pixel), and forest area (dark green, 6840 pixel).

As mentioned above, an accurate estimation of the α parameter of the G0
I distribution using

actual imagery data requires excessive computation effort, is error-prone, and adds little to the
overall classifier performance. For this reason, and motivated by the results obtained with the
synthetic images, we focused on the SVMA method. Figure 6 shows the feature maps computed
using a sliding window of size s ¼ 11. Figures 6(a)–6(d) correspond to the evaluation of box
counting dimension, estimation of FD, optimal entropic index, and Tsallis entropy, respectively.
During training, we randomly selected 1000 windows within each labeled region. Then, these
sets were randomly partitioned in training (80%) and validation (20%) sets. We applied K-fold
cross-validation, with K ¼ 5 and computed the mean and standard deviation of F1-scores, IoU,
and AUC for each fold, Table 4 shows the obtained results. The radial kernel performed best,
hyperparameters c ¼ 10 and g ¼ 0.1, with which we classified the entire image.

To reduce overclassification, a majority filter with a sliding window of size 7 × 7 is applied.
The window size is empirically selected. The results are shown in Fig. 7. In Table 5, we present
the resulting confusion matrix. The accuracy values per class as compared with some of the
classifiers results by SNAP are shown in Table 6. Figure 8 shows the results of applying RF
method [Fig. 8(a)], KD method [Fig. 8(b)], ML method [Fig. 8(c)], and MD method [Fig. 8(d)].

Fig. 6 Feature maps computed for the image of Fig. 5. (a) cFD, (b) cFD, (c) qT , and (d) ST .

Table 4 SVMA model performance assessment measures, applied to the image of Fig. 5(a).

Ker Parameters F1 mean F1 SD IoU mean IoU SD AUC mean AUC SD Accuracy

L c ¼ 5 0.7527 0.0165 0.6191 0.0220 0.7949 0.0176 0.7525

P c ¼ 1, d ¼ 3 0.7777 0.0096 0.6458 0.0124 0.8021 0.0104 0.7108

R c ¼ 10, g ¼ 0.1 0.7791 0.0127 0.6486 0.0172 0.8040 0.0153 0.7642

S c ¼ 10, g ¼ 0.01 0.7377 0.0087 0.6010 0.0117 0.7814 0.0076 0.7350

Note: The bold type is used to show the best results.

Fig. 7 (a) Result of applying SVMA classification method to the image of Fig. 5(a). (b) Result after
applying majority filter.
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Table 5 Confusion matrices (in percentage) for SVMA applied to the image of
Fig. 5(a) before and after applying majority filter.

Prediction

Reference

City Forest Lagoon Pasture Sandbank Sea

Before

City 89.60 22.69 0.00 0.01 0.00 0.00

Forest 10.40 75.96 0.00 0.61 0.08 0.00

Lagoon 0.00 0.00 74.33 0.00 12.91 22.41

Pasture 0.00 1.32 0.01 95.78 12.85 0.94

Sandbank 0.00 0.03 1.22 1.20 57.90 1.08

Sea 0.00 0.00 24.44 2.40 16.26 75.57

After

City 93.93 18.67 0.00 0.00 0.00 0.00

Forest 6.07 80.73 0.00 0.38 0.00 0.00

Lagoon 0.00 0.00 79.27 0.00 9.76 17.94

Pasture 0.00 0.60 0.00 99.00 12.70 0.02

Sandbank 0.00 0.00 0.01 0.07 60.54 0.44

Sea 0.00 0.00 20.72 0.56 17.00 81.61

Table 6 Comparison of different classifiers applied to image from Fig. 5(a) in
terms of accuracy values per class (in percentage).

Classifier City Forest Lagoon Pasture Sandbank Sea

Our proposal SVMA 89.52 75.63 74.31 95.82 57.72 75.55

RF 85.51 81.69 77.57 79.39 84.93 77.29

KD 86.45 82.09 76.31 79.15 87.71 79.59

ML 88.09 83.69 76.75 82.21 89.91 78.85

MD 88.43 84.03 81.65 81.19 82.99 79.25

Note: The bold type is used to show the best results.

Fig. 8 Results of applying different classifiers to the image of Fig. 5(a). (a) RF. (b) KD. (c) ML.
(d) MD.
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4.2.2 PolSAR images

Figure 9 shows a fully polarimetric AIRSAR L-band image from San Francisco Bay, California,
central latitude: 37°46′42″N, central longitude: 122°27′12″W, which is freely available in Ref. 34.
Polarizations HH, HV, and VV are shown in Figs. 9(a)–9(c), respectively. The image size is
645 × 550 and the equivalent number of looks is L ¼ 2. Figure 9(d) shows an optical image
of the corresponding region taken from Google Earth. To test the feasibility of our classifier
as a general-purpose method, we applied the SVMA classifier previously trained with synthetic
images as shown in the previous section. We have three classes, labeled according to the degree
of texture, namely high (red), middle (green), and low (blue). The resulting classification per-
formed separately on each band is shown in Fig. 10. It can be noticed that regions with high and
intermediate degrees of texture are well recognized in HH polarization. Low texture zones are
almost perfectly identified in HV polarization, while intermediate and high texture areas have
high mutual confusion. Finally, the mutual confusion is higher for intermediate and low texture
levels in VV polarization.

To assess the performance of the proposed approach, we retrained the model using the train-
ing reference areas marked in Fig. 9(d), consisting of the following zones: beach (orange,
1408 pixel), pasture (light green, 312 pixel), urban zone (red, 3021 pixel), forest (dark green,
470 pixel), and water (cyan, 2058 pixel). The classification was performed using the retrained
SVMA model in each band individually. In addition, a fusion procedure is applied by training the
SVM classifier with the feature space formed by the feature sets A attained from the bands HH,
HV, and VV, obtaining a feature vector of dimension twelve.

Due to the small sample size of some reference areas, we use the whole reference data for the
training–validation–test procedure, since typical data augmentation procedures such as rotation
or mirroring would not be adequate with the features used by this model. The mean and standard
deviation achieved by the classifier are shown in Table 7, from which we select the following
best models:

• HH polarization: radial kernel, c ¼ 10 and g ¼ 2.
• HV polarization: linear kernel, c ¼ 10.
• VV polarization: radial kernel, c ¼ 10 and g ¼ 1.5.
• Polarization fusion: linear kernel, c ¼ 10.

Fig. 9 Original actual PolSAR image. (a) HH polarization. (b) HV polarization. (c) VV polarization.
(d) Same region obtained by Google Earth. (e) Reference areas: beach (orange), pasture (light
green), urban zone (red), forest (dark green), and water (cyan).

Fig. 10 Results of applying SVMA to the images of Fig. 9, training the model with synthetic data
(L ¼ 2). High, medium, and low roughnesses are represented in red, green, and blue, respectively.
(a) HH polarization, (b) HV polarization, and (c) VV polarization.
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The confusion matrix for the evaluation of the proposed method is shown in Table 8, con-
sidering three polarizations. Moreover, a comparative chart with the performance of different
classifiers in terms of accuracy per class is shown in Table 9.

Figures 11(a)–11(c) show the results of applying the proposed classification method to the first
three images of Fig. 9. Figure 11(d) shows the image classification when the variables of each band
are joint to build the feature space. Figures 11(e)–11(g) show the results of applying the following
sequence of algorithms: (1) the proposed classification method, (2) the majority filter, for HH, HV,
and VV bands, respectively. Finally, Fig. 11(h) shows the image classification using all the
features of every band altogether and then the majority filter. The image classification using
SNAP tools for a similar procedure (without filtering) is shown in Fig. 12.

5 Discussion

The aim of this work is to assess the performance of the proposed model when it is applied to any
type of area, location, or image format. For this reason, we used both synthetic images with
different generation parameters and actual images with a diversity of modalities and locations.
The different groups of experiments showed more than satisfactory results. With the synthetic
images (Sec. 4.1.1), in the confusion matrices shown in Table 2, we can notice that in the low

Table 7 Performance assessment for SVMA method applied to the image of Fig. 9 according to
each polarization.

Ker Parameters F1 Mean F1 SD IoU mean IoU SD AUC mean AUC SD Accuracy

(a) HH polarization

L c ¼ 5 0.7651 0.0401 0.6811 0.0271 0.8533 0.0095 0.8721

P c ¼ 1, d ¼ 3 0.8022 0.0070 0.7088 0.0072 0.8481 0.0086 0.8645

R c ¼ 10, g ¼ 2 0.8201 0.0136 0.7273 0.0141 0.8493 0.0109 0.8858

S c ¼ 10, g ¼ 0.01 0.6875 0.0060 0.6238 0.0092 0.8297 0.0152 0.8611

(b) HV polarization

L c ¼ 10 0.8756 0.0208 0.7922 0.0296 0.9379 0.0125 0.9182

P c ¼ 10, d ¼ 3 0.8750 0.0154 0.7908 0.0234 0.9346 0.0130 0.9223

R c ¼ 10, g ¼ 1 0.8725 0.0112 0.7889 0.0187 0.9374 0.0090 0.9223

S c ¼ 10, g ¼ 0.01 0.6547 0.0116 0.5612 0.0144 0.8464 0.0229 0.8631

(c) HV polarization

L c ¼ 5 0.7935 0.0214 0.7494 0.0187 0.9734 0.0072 0.9512

P c ¼ 10, d ¼ 3 0.8573 0.0201 0.7944 0.0214 0.9592 0.0091 0.9457

R c ¼ 10, g ¼ 1.5 0.8610 0.0123 0.7999 0.0119 0.9606 0.0070 0.9580

S c ¼ 10, g ¼ 0.01 0.7506 0.0103 0.7099 0.0171 0.9553 0.0182 0.9367

(d) Polarization fusion

L c ¼ 10 0.9915 0.0027 0.9834 0.0050 0.9975 0.0011 0.9959

P c ¼ 0.01, d ¼ 3 0.9870 0.0065 0.9750 0.0122 0.9931 0.0015 0.8274

R c ¼ 10, g ¼ 0.1 0.9899 0.0058 0.9805 0.0109 0.9956 0.0024 0.9959

S c ¼ 10, g ¼ 0.01 0.9395 0.0175 0.8966 0.0239 0.9756 0.0038 0.9704

Note: The bold type is used to show the best results.
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texture zone both methods, SVMA� and SVMA, almost completely coincide. For highly textured
areas, including α̂ as a feature, produce considerable better results in the singlelook case. On the
opposite side, and independently of the roughness, if L ¼ 2, predictions are better if this param-
eter estimation is discarded. In the cases of noise contaminated data presented in Sec. 4.1.2, it can
be observed that the best results are achieved by SVMA, except for the first type of contamination
in singlelook case. The accuracy decreases if the data are contaminated with type-III noise,
especially for high values of k. On the other hand, the model has much better behavior for
type-I and -II noise contamination.

The proposed feature set also behaves well with actual spaceborne SAR images. We com-
pared our results with classifiers available in the SNAP Toolbox. The quality is at least equivalent
or it behaves better especially in areas with high and intermediate roughness (even when we
apply a pretrained classifier instead of retraining a new one for the images at hand). From the
study of the image considered in Sec. 4.2.1, it can be observed that pasture region is classified

Table 8 Confusion matrix for SVMA method in different polarizations.

Prediction

Reference

Beach Forest Pasture Urban zone Water

(a) HH polarization

Beach 61.43 0.00 32.76 0.00 7.21

Forest 0.00 98.91 1.72 0.00 0.00

Pasture 5.36 1.09 53.45 0.00 0.25

Urban zone 0.00 0.00 0.00 100.00 0.00

Water 33.21 0.00 12.07 0.00 92.54

(b) HV polarization

Beach 87.14 0.00 10.34 0.00 4.73

Forest 0.00 65.22 0.00 4.02 0.00

Pasture 3.57 0.00 89.66 0.00 0.25

Urban zone 0.00 34.78 0.00 95.98 0.00

Water 9.29 0.00 0.00 0.00 95.02

(c) VV polarization

Beach 92.86 0.00 48.28 0.00 0.75

Forest 0.00 96.74 0.00 0.80 0.00

Pasture 3.21 0.00 48.28 0.00 0.00

Urban zone 0.00 3.26 0.00 99.20 0.00

Water 3.93 0.00 3.45 0.00 99.25

(d) Polarization fusion

Beach 98.57 0.00 3.45 0.00 0.00

Forest 0.00 100.00 0.00 0.00 0.00

Pasture 1.07 0.00 96.55 0.00 0.00

Urban zone 0.00 0.00 0.00 100.00 0.00

Water 0.36 0.00 0.00 0.00 100.00
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with the highest accuracy, followed by urban and forest zones. Water bodies are adequately
detected, although about 20% of the freshwater region (lagoon) has mutual confusion with sea.
This can be attributed to the fact that textures in these water surfaces mostly depend on the
wind condition, which in close regions is going to be similar, notwithstanding if it is a fresh-
water body or sea near the shoreline. A better differentiation could be achieved taking a sea
training region much farther from the shoreline. Also, there is nearly 23% of confusion among
forest and urban areas. This can be attributed to the fact that this is a small town located in
previously forested and pinewood zones, with very few tall buildings and a high amount of
trees in the streets.

Finally, from the image analyzed in Sec. 4.2.2, it can be observed that the accuracy improves
significantly when we fuse together the information from the three bands, reaching a value of
99.59%. If we analyze only one band, VV has the best behavior with accuracy of 95.80%.
Regarding the reference area, notice that the identification of urban and forest zones is near
optimal in the HH polarization. Also all other regions except pasture are well identified in

Table 9 Comparison of different classifiers applied to the images from
Figs. 9(a)–9(c), in terms of accuracy values per class (in percentage).

Classifier Beach Forest Pasture Urban zone Water

(a) HH polarization

Our proposal SVMA 70.24 99.79 59.62 100.00 94.31

RF 74.31 92.62 91.71 88.94 73.59

KD 72.84 94.57 93.77 90.56 72.36

ML 78.19 77.56 86.92 77.28 73.71

MD 72.96 76.72 87.07 75.73 72.36

(b) HV polarization

Our proposal SVMA 88.92 65.32 88.46 96.13 96.60

RF 75.22 92.94 92.19 91.12 75.73

KD 76.41 94.96 93.14 93.50 77.68

ML 76.88 69.83 89.85 65.82 77.24

MD 73.12 84.38 78.95 72.09 75.38

(c) VV polarization

Our proposal SVMA 94.18 97.02 51.28 99.64 99.42

RF 81.96 93.10 91.55 82.55 71.85

KD 83.39 95.04 93.70 84.42 74.07

ML 79.14 75.06 71.41 70.86 74.19

MD 85.41 78.35 85.77 74.23 73.79

(d) Polarization fusion

Our proposal SVMA 99.64 100.00 96.79 100.00 100.00

RF 85.77 94.85 93.66 94.13 88.54

KD 85.80 94.33 94.13 93.77 88.10

ML 79.14 77.95 91.36 77.24 80.89

MD 82.87 83.35 88.38 74.27 79.14

Note: The bold type is used to show the best results.
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VV polarization. The accuracy of the method in pasture recognition is strongly better in HV
rather than the other polarizations. It can be appreciated that the five area types are well classified
when we use together the features of the three polarizations, especially after applying the
majority filter which improves the results eliminating small misclassifications. There is no
ground truth available for this image, and the interpretation of this kind of images is known
to be difficult.35 However, our results are consistent with a visual inspection over the optical
image.

6 Conclusions and Future Work

We presented a new approach for monopolarimetric and polarimetric SAR image classification
using a vector of local features and the SVM method. Our main contribution is a feasible region
discrimination performed by means of a texture feature vector containing Tsallis entropy,
optimal entropic index, and FD estimations. The introduction of such a vector of descriptors
to represent regions with different degrees of texture is based on the idea that the combination
of several image characteristics provides more information than each one separately. In addi-
tion, we propose a method to classify PolSAR images as the fusion of the feature vectors
obtained per band, which produces a much more accurate image classification. The perfor-
mance of the methods is assessed using the accuracy value, confusion matrices, F1-score,
IoU, and AUC.

Experimental results in actual images of this sort show that the proposed classification tech-
nique achieves significant accuracy values. As is widely acknowledged, speckle noise hinders
a correct interpretation of SAR images, in particular where region segmentation depends on
adequate texture descriptors. There exists a vast literature focused on speckle reduction filters,
whose application facilitates general-purpose automated region segmentation, at the expense of
hampering the original texture information. For region identification (which is the aim of our
proposal), the goal is to provide adequate textural features, and if possible link them to semantic
or object-based information. In this way, further analysis tasks can be facilitated relating them to
the specific application context. In this purpose, our contribution provides better performance as
compared with of-the-shelf library functionalities, for example, the ones provided by the SNAP
suite. As future work, we are interested in the computation of Tsallis entropy formula for the G0

I
distribution with the aim of using it as a theoretical texture feature.

Fig. 11 Results of applying the classification method to the image from Fig. 9 and the majority
filter. (a) HH before majority filter. (b) HV before majority filter. (c) VV before majority filter. (d) All
bands before majority filter. (e) HH post majority filter. (f) HV post majority filter. (g) VV post majority
filter. (h) All bands post majority filter.
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7 Appendix A: Specifications

Simulations were performed using the R language and environment for statistical computing
version 3.6.3,36 in a computer with processor Intel© Core™, i7-6700K CPU 3.40 GHz
3.41 GHz, 16 GB RAM, System Type 64 bit operating system.
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Fig. 12 Results of applying different classifiers from SNAP tools to the image of Fig. 9. (a) RF to
HH polarization. (b) KD to HH polarization. (c) ML to HH polarization. (d) MD to HH polarization.
(e) RF to HV polarization. (f) KD to HV polarization. (g) ML to HV polarization. (h) MD to HV polari-
zation. (i) RF to VV polarization. (j) KD to VV polarization. (k) ML to VV polarization. (l) MD to VV
polarization. (m) RF to polarization fusion. (n) KD to polarization fusion. (o) ML to polarization
fusion. (p) MD to polarization fusion.
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