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#### Abstract

Very recently, it has been shown that the standard notion of stability for impulsive systems, whereby the state is ensured to approach the equilibrium only as continuous time elapses, is too weak to allow for any meaningful type of robustness in a time-varying impulsive system setting. By strengthening the notion of stability so that convergence to the equilibrium occurs not only as time elapses but also as the number of jumps increases, some facts that are well-established for time-invariant nonimpulsive systems can be recovered for impulsive systems. In this context, our contribution is to provide novel results consisting in rather mild conditions under which stability under zero input implies stability under inputs that converge to zero in some appropriate sense.


Index Terms-Stability of nonlinear systems, timevarying systems, hybrid systems.

## I. INTRODUCTION

IMPULSIVE systems are dynamic systems whose state evolves continuously most of the time but may have discontinuities (called jumps or state resets) at isolated time instants [1]. The continuous evolution of an impulsive system is governed by ordinary differential equations (defined by the flow map), whereas jumps obey a static but possibly timevarying law (given by the jump map). The time instants when jumps occur are part of the system definition [2] and therefore an impulsive system is inherently time-varying even if both the flow and jump maps are time-invariant.

As opposed to the case of a nonimpulsive system, asymptotic stability in an impulsive system may be of two forms: weak or strong [3]-[8]. An equilibrium point of an impulsive system is weakly asymptotically stable when the state can be ensured to approach the equilibrium as continuous time elapses. Strong asymptotic stability requires convergence to be ensured not only as continuous time elapses but also

[^0]as the number of jumps increases. The weak form of stability is the notion usually considered for impulsive systems, whereas the strong form is standard in hybrid systems [9]. When the number of jumps that occur in any time interval can be bounded in relation to the interval's length (the UIB condition, see [3]), then the weak and strong forms of stability become equivalent [8, Proposition 2.3].

External inputs such as control inputs or external disturbances may affect both the continuous and the jump behavior. For this reason, suitable notions of stability in the presence of inputs, such as input-to-state stability (ISS, [10], [11]) and integral-ISS (iISS, [12], [13]), must account for not only the continuous evolution of the input but also the instantaneous input values at jump instants [2]. In addition, the convergence ensured by these properties under zero input can be weak or strong, giving rise to the weak/strong versions of ISS [8] or iISS [3], [4], [6].

Under suitable conditions, the bounded solutions of timeinvariant (nonimpulsive) continuous-time systems under inputs with (i) magnitude converging to zero or (ii) finite energy, converge to zero when the system is globally uniformly asymptotically stable under zero input. The former property is called converging-input convergent state (CICS) [14], [15] and is implied by ISS, whereas the latter is called bounded-energy input/convergent state (BEICS) [16], [17] and implied by iISS provided input energy is measured in correspondence with the iISS gain. The stability under zero input can hence be said to be robust with respect to the inclusion of inputs. These robustness results were extended to time-varying (nonimpulsive) systems in [18].
For impulsive systems, by contrast, we have recently shown that the usual weak form of the stability concepts is too weak to allow for any meaningful type of robustness under the inclusion of inputs [5]. Strengthening stability by accounting for the number of jumps in addition to elapsed time in the decay bound, as explained above, allows to recover for impulsive systems some facts that are well-established for time-invariant nonimpulsive systems, e.g., the facts that global uniform asymptotic stability under zero input (0-GUAS) and uniform bounded-energy input/bounded state (UBEBS) are jointly equivalent to iISS [6], [19], [20] and that ISS implies iISS [4], [12], [21].

The stability of impulsive systems under perturbations was previously addressed in [22]-[24]. These works impose conditions on the impulse times that imply the UIB condition, hence
making the weak and strong versions of stability equivalent, and assume the jumps maps satisfy a Lipschitz condition.

In this context, the current main contribution is to provide rather mild conditions under which stability under zero input ensures robustness of stability under inputs whose magnitude or energy converge to zero, thus generalizing many existing results. Interesting features of our results are: i) no constraints on the impulse-time sequences are imposed, ii) no Lipschitz condition on the jump maps is assumed, and iii) Lyapunov functions are avoided, because their existence cannot be ensured under our mild assumptions.

## II. Preliminaries

## A. Notation and Preliminary Definitions

The reals, nonnegative reals, naturals and nonnegative integers are denoted $\mathbb{R}, \mathbb{R}_{\geq 0}, \mathbb{N}$ and $\mathbb{N}_{0}$, respectively. For $\xi \in \mathbb{R}^{n}$, $|\xi|$ denotes its Euclidean norm. $L_{l o c}^{1}$ denotes the set of all the Lebesgue measurable functions $v: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}$ such that $|v|$ is integrable on each finite interval $I \subset \mathbb{R}_{\geq 0}$. We write $\rho \in \mathcal{K}$ if $\rho: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ is continuous, strictly increasing, and $\rho(0)=0$. We write $\rho \in \mathcal{K}_{\infty}$ if $\rho \in \mathcal{K}$ and $\rho$ is unbounded. We write $\beta \in \mathcal{K} \mathcal{L}$ if $\beta: \mathbb{R}_{\geq 0}^{2} \rightarrow \mathbb{R}_{\geq 0}$ satisfies $\beta(\cdot, t) \in \mathcal{K}_{\infty}$ for each $t \geq 0$ and $\beta(r, \cdot)$ is strictly decreasing to zero for each $r \geq 0$. We abbreviate "with respect to" as "w.r.t.". For $a \in \mathbb{R}$, $\lceil a\rceil$ and $\lfloor a\rfloor$ denote the least integer not less and the greatest integer not greater, respectively, than $a$. For every $n \in \mathbb{N}$ and $\varepsilon \geq 0$, we define the closed ball $B_{\varepsilon}^{n}:=\left\{x \in \mathbb{R}^{n}:|x| \leq \varepsilon\right\}$.

## B. Problem Statement

Consider a time-varying impulsive system with inputs:

$$
\begin{align*}
& \dot{x}(t)=f(t, x(t), u(t)), \quad \text { for } t \notin \sigma,  \tag{1a}\\
& x(t)=x\left(t^{-}\right)+g\left(t, x\left(t^{-}\right), u(t)\right), \quad \text { for } t \in \sigma, \tag{1b}
\end{align*}
$$

where $t \geq 0$, the state variable $x(t) \in \mathbb{R}^{n}$, the input variable $u(t) \in \mathbb{R}^{m}, f$ (the flow map) and $g$ (the jump map) are functions from $\mathbb{R}_{\geq 0} \times \mathbb{R}^{n} \times \mathbb{R}^{m}$ to $\mathbb{R}^{n}$, and $\sigma=\left\{\tau_{k}\right\}_{k=1}^{\infty}$, with $0<$ $\tau_{1}<\tau_{2}<\cdots$ and $\lim _{k \rightarrow \infty} \tau_{k}=\infty$, is the impulse-time sequence. We define for convenience $\tau_{0}=0$. By "input", we mean a Lebesgue measurable function $u:[0, \infty) \rightarrow \mathbb{R}^{m}$ and $\mathcal{U}$ denotes the set of all the inputs.

A solution of (1) corresponding to initial time $t_{0} \geq 0$, initial state $x_{0} \in \mathbb{R}^{n}$ and input $u$ is a function $x:\left[t_{0}, T_{x}\right) \rightarrow \mathbb{R}^{n}$ such that:
a) $x\left(t_{0}\right)=x_{0}$;
b) $x$ is locally absolutely continuous on each nonempty interval of the form $J_{k}=\left[\tau_{k}, \tau_{k+1}\right) \cap\left[t_{0}, T_{x}\right)$ and $\dot{x}(t)=f(t, x(t), u(t))$ for almost all $t \in J_{k}$; and
c) for all $\tau_{k} \in\left(t_{0}, T_{x}\right)$, the left limit $x\left(\tau_{k}^{-}\right)$exists and is finite, and it happens that

$$
x\left(\tau_{k}\right)=x\left(\tau_{k}^{-}\right)+g\left(\tau_{k}, x\left(\tau_{k}^{-}\right), u\left(\tau_{k}\right)\right)
$$

Note that b ) implies that for all $t \in\left[t_{0}, T_{x}\right), x(t)=x\left(t^{+}\right)$, i.e., $x$ is right-continuous at $t$. We use $\mathcal{T}\left(t_{0}, x_{0}, u\right)$ to denote the set of maximally defined solutions of (1) corresponding to initial time $t_{0}$, initial state $x_{0}$ and input $u$. A solution $x \in \mathcal{T}\left(t_{0}, x_{0}, u\right)$ is forward complete if it is defined for all $t \geq t_{0}$. Note that even
if $t_{0} \in \sigma$, any solution $x \in \mathcal{T}\left(t_{0}, x_{0}, u\right)$ begins its evolution by "flowing" and not by "jumping". This is because in item II-B) above, the time instants where jumps occur are those in $\sigma \cap$ $\left(t_{0}, T_{x}\right)$.

We associate system (1) with the zero-input system

$$
\begin{align*}
& \dot{x}(t)=f_{0}(t, x(t)), \quad \text { for } t \notin \sigma  \tag{2a}\\
& x(t)=x\left(t^{-}\right)+g_{0}\left(t, x\left(t^{-}\right)\right), \quad \text { for } t \in \sigma \tag{2b}
\end{align*}
$$

where $f_{0}(t, \xi) \equiv f(t, \xi, 0)$ and $g_{0}(t, \xi) \equiv g(t, \xi, 0)$.
Assumption 1: The following are satisfied:
A1) $f(\cdot, \xi, \mu)$ is Lebesgue measurable for all $(\xi, \mu) \in$ $\mathbb{R}^{n} \times \mathbb{R}^{m}$ and $f(t, \cdot, \cdot)$ is continuous for every $t \geq 0$.
A2) (Zero-input Lipschitzianity) $f_{0}(t, \xi)$ is locally Lipschitz in $\xi$ uniformly in $t$ in the following sense: for every $R>0$ there exists $L_{R} \geq 0$ such that

$$
\left|f_{0}(t, \xi)-f_{0}\left(t, \xi^{\prime}\right)\right| \leq L_{R}\left|\xi-\xi^{\prime}\right| \forall t \geq 0, \forall \xi, \xi^{\prime} \in B_{R}^{n}
$$

A3) (Zero-input uniform continuity) $g_{0}(t, \xi)$ is continuous in $\xi$ uniformly in $t$ in the following sense: for every $R>0$ there exists $\omega_{R} \in \mathcal{K}_{\infty}$ such that

$$
\left|g_{0}(t, \xi)-g_{0}\left(t, \xi^{\prime}\right)\right| \leq \omega_{R}\left(\left|\xi-\xi^{\prime}\right|\right) \forall t \geq 0, \forall \xi, \xi^{\prime} \in B_{R}^{n}
$$

Assumption 1 ensures that for each $t_{0} \geq 0$ and $x_{0} \in \mathbb{R}^{n}$ the zero-input system (2) has a unique maximally defined (forward) solution $x:\left[t_{0}, t_{t_{0}, \xi}\right) \rightarrow \mathbb{R}^{n}$ such that $x\left(t_{0}\right)=x_{0}$. In what follows we assume that the zero-input system (2) is strongly globally uniformly asymptotically stable (0-GUAS). This statement is made precise in the following assumption. For $I \subset \mathbb{R}$ we use $n_{I}$ to denote the number of impulse times $\tau_{k}$ lying in $I$, i.e.,

$$
\begin{equation*}
n_{I}:=\#[I \cap \sigma] . \tag{3}
\end{equation*}
$$

Assumption 2 (Strong 0 -GUAS): There exists $\beta \in \mathcal{K} \mathcal{L}$ such that every zero-input system solution $x \in \mathcal{T}\left(t_{0}, x_{0}, 0\right)$ with $t_{0} \geq 0$ and $x_{0} \in \mathbb{R}^{n}$ satisfies, for all $t \in\left[t_{0}, T_{x}\right)$,

$$
\begin{equation*}
|x(t)| \leq \beta\left(\left|x_{0}\right|, t-t_{0}+n_{\left(t_{0}, t\right]}\right) \tag{4}
\end{equation*}
$$

The stability under zero input, as characterized in Assumption 2, is called strong because the bound given in (4) decreases not only when continuous time advances but also whenever a jump occurs. This fact is evidenced by the quantity $t-t_{0}+n_{\left(t_{0}, t\right]}$, which can be interpreted as the hybrid elapsed time that involves both the continuous $\left(t-t_{0}\right)$ and discrete $\left(n_{\left(t_{0}, t\right]}\right)$ components. This type of strong stability is standard in the literature of hybrid systems (see [9]). Sufficient conditions for strong GUAS are given in our recent papers [7] and [8]. When the impulse-time sequence $\sigma$ is uniformly incrementally bounded (UIB), i.e., $n_{\left(t_{0}, t\right]} \leq \phi\left(t-t_{0}\right)$ for all $t \geq t_{0} \geq 0$ for some nondecreasing function $\phi: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$, strong 0 -GUAS is equivalent to the most usual (weak) 0 GUAS property obtained by replacing $\beta\left(\left|x_{0}\right|, t-t_{0}+n_{\left(t_{0}, t\right]}\right)$ by $\beta\left(\left|x_{0}\right|, t-t_{0}\right)$ in (4) (see [7]).

The problem we address in this paper is the following:
Can we ensure that the stability of the zero-input system ( $0-G U A S$ ) implies the stability of (1) under inputs that converge to zero?

Very recently, we have shown [5] that under weak 0-GUAS the answer to the above question is negative. This is due to the inherent nonrobustness of such a weak stability property in a time-varying impulsive systems context (see [5]).

## C. The Convergence to Zero of an Input

In order to provide a positive answer to the above question under nonrestrictive assumptions, we need to make precise the notion of convergence to zero. To this aim, we require the following additional assumption.

Assumption 3: The functions $f$ and $g$ in (1) satisfy:
C1) (uniform boundedness) There exists $\gamma \in \mathcal{K}_{\infty}$ so that for $R>0$ there exists $M=M(R) \geq 0$ such that $\max \{|f(t, \xi, \mu)|,|g(t, \xi, \mu)|\} \leq(1+\gamma(|\mu|)) \cdot M$ for all $t \geq 0$, all $\xi \in B_{R}^{n}$ and all $\mu \in \mathbb{R}^{m}$.
$\mathrm{C} 2)$ (uniform continuity w.r.t. input at 0 ) For every $R, \varepsilon>$ 0 there exists $\delta=\delta(R, \varepsilon)>0$ such that for all $t \geq 0$, $\max \{|f(t, \xi, \mu)-f(t, \xi, 0)|,|g(t, \xi, \mu)-g(t, \xi, 0)|\}<\varepsilon$ if $\xi \in B_{R}^{n}$ and $|\mu| \leq \delta$.
Remark 1: Condition C3) is equivalent to the following mild boundedness condition:
D) $f$, $g$ are bounded on $\mathbb{R}_{\geq 0} \times B_{R}^{n} \times B_{R}^{m}$ for every $R>0$.

The implication D) $\Rightarrow$ C3) follows from [18, Lemma 2.1] since $\mathbb{R}^{n}$ is a separable and locally compact metric space. The converse implication is straightforward.

Let $\gamma$ be the function given by C3) and let $\mathcal{U}_{\gamma}:=\{u \in$ $\left.\mathcal{U}: \gamma(|u(\cdot)|) \in L_{l o c}^{1}\right\}$. Conditions A1) and C3), the fact that a solution begins by flowing and not by jumping, and wellknown results of the theory of ordinary differential equations (e.g., [25, Th. I.5.1]) ensure that for every $t_{0} \geq 0, x_{0} \in \mathbb{R}^{n}$ and $u \in \mathcal{U}_{\gamma}$ the set $\mathcal{T}\left(t_{0}, x_{0}, u\right)$ is nonempty, i.e., there exists at least one maximally defined solution $x:\left[t_{0}, t_{x}\right) \rightarrow \mathbb{R}^{n}$ of (1) verifying $x\left(t_{0}\right)=x_{0}$, and that if $x$ is bounded on $\left[t_{0}, t_{x}\right)$ then it is forward complete. Thus, $\mathcal{U}_{\gamma}$ can be regarded as the set of admissible inputs. Given an interval $I \subset \mathbb{R}_{\geq 0}$ and an input $u \in \mathcal{U}, u_{I}$ will denote the input which equals $u$ on $I$ and is zero elsewhere. If $I=\left(t_{0}, \infty\right)$ we just write $u_{t_{0}}$. We define the energy-like functional $\|\cdot\|_{\gamma}: \mathcal{U}_{\gamma} \rightarrow \mathbb{R}_{\geq 0} \cup\{\infty\}$

$$
\|u\|_{\gamma}:=\int_{0}^{\infty} \gamma(|u(s)|) d s+\sum_{s \in \sigma} \gamma(|u(s)|) .
$$

Note that for all $u \in \mathcal{U}_{\gamma}$ and every interval $I$ of finite length,

$$
\left\|u_{I}\right\|_{\gamma}=\int_{I} \gamma(|u(s)|) d s+\sum_{s \in \sigma \cap I} \gamma(|u(s)|)<\infty
$$

Remark 2: Given a strictly increasing sequence $\sigma=$ $\left\{\tau_{k}\right\}_{k=1}^{\infty}$ with $\lim _{k \rightarrow \infty} \tau_{k}=\infty$ and $I \subset \mathbb{R}_{\geq 0}$ a Borel set, the quantity $|I|+n_{I}$, with $|I|$ the Lebesgue measure of $I$ and $n_{I}$ as in (3), defines a measure on the $\sigma$-algebra of Borel sets of $\mathbb{R}_{\geq 0}$. Under this interpretation, the quantity $\left\|u_{I}\right\|_{\gamma}$ becomes the integral of $\gamma(|u(\cdot)|)$ with respect to this measure.

Given $T>1$, we say that the interval $I=(a, b] \subset \mathbb{R}_{\geq 0}$ belongs to the class $\mathcal{I}_{T}(\sigma)$ if $b-a+n_{(a, b]} \leq T$, and define

$$
\begin{equation*}
\|u\|_{\gamma, T}:=\sup _{I \in \mathcal{I}_{T}(\sigma)}\left\|u_{I}\right\|_{\gamma} \tag{5}
\end{equation*}
$$

Considering $T>1$ is justified in the fact that otherwise $\mathcal{I}_{T}(\sigma)$ would only contain intervals without impulse times.

Taking Remark 2 into account, then $\|u\|_{\gamma, T}$ is the supremum of the integrals of $\gamma(|u(\cdot)|)$ over all intervals $(a, b]$ whose measure is not greater than $T$. If we regard $\left\|u_{I}\right\|_{\gamma, T}$ as the energy of $u$ in the interval $I$, then $\|u\|_{\gamma, T} / T$ could be regarded as maximum average power.

The following result establishes the relationship between using different values of $T$ in the definition of $\|u\|_{\gamma, T}$. This relationship is important to justify the precise notion of convergence to zero that we will employ.

Proposition 1: Given $T_{1}, T_{2}>1$, there exists $k=$ $k\left(T_{1}, T_{2}\right)>0$ such that $\|u\|_{\gamma, T_{1}} \leq k\|u\|_{\gamma, T_{2}}$ for all $u \in \mathcal{U}_{\gamma}$.

Proof: We will establish the result with $k$ defined as

$$
k=\left\lceil\frac{T_{1}}{T_{2}-1}\right\rceil+1
$$

Let $I=(a, b] \in \mathcal{I}_{T_{1}}(\sigma)$.
Claim 1: There exists a partition of $I$ into $j \leq k$ subintervals $J_{i} \subset I$ satisfying $J_{i} \in I_{T_{2}}(\sigma)$ for $i=1, \ldots, j$.

Proof of Claim 1: Let $c_{0}:=b$ and define recursively for $i=1, \ldots, k, c_{i}:=\inf \left\{c \leq c_{i-1}: c_{i-1}-c+n_{\left(c, c_{i-1}\right]} \leq T_{2}\right\}$. The function $\rho_{i-1}(t)=c_{i-1}-t+n_{\left(t, c_{i-1}\right]}, t \leq c_{i-1}$, is strictly decreasing, continuous from the right at each $t<c_{i-1}$, leftcontinuous for all $t$ such that $t \notin \sigma, \rho_{i-1}\left(t^{-}\right)-\rho_{i}(t)=1$ for all $t \in \sigma$ and $\rho_{i-1}\left(c_{i-1}\right)=0$. Since $c_{i}=\inf \left\{c \leq c_{i-1}: \rho_{i-1}(c) \leq\right.$ $\left.T_{2}\right\}$ and $T_{2}>1$ it follows that

$$
\begin{equation*}
0<T_{2}-1 \leq c_{i-1}-c_{i}+n_{\left(c_{i}, c_{i-1}\right]} \leq T_{2} \tag{6}
\end{equation*}
$$

for $i=1, \ldots, k$. Hence

$$
\begin{aligned}
c_{0}-c_{k}+n_{\left(c_{k}, c_{0}\right]} & =\sum_{i=1}^{k}\left(c_{i-1}-c_{i}+n_{\left(c_{i}, c_{i-1}\right]}\right) \\
& \geq k\left(T_{2}-1\right)>T_{1}
\end{aligned}
$$

Therefore, since $I=(a, b] \in \mathcal{I}_{T_{1}}(\sigma)$ and hence $b-a+n_{(a, b]} \leq$ $T_{1}$, then $c_{k}<a$. Define $d:=\min \left\{c_{i}: c_{i}>a\right\}$ and let $j \in$ $\mathbb{N}$ satisfy $c_{j-1}=d$. Define the intervals $J_{i}:=\left(c_{i}, c_{i-1}\right]$ for $i=1, \ldots, j-1$ if $j>1$, and $J_{j}:=(a, d]$. From (6), then $J_{i} \in \mathcal{I}_{T_{2}}(\sigma)$ and from their definition, the subintervals $J_{i} \subset I$, for $i=1, \ldots, j$, constitute a partition of $I$.

Using Claim 1, we have $\left\|u_{I}\right\|_{\gamma}=\sum_{i=1}^{j}\left\|u_{J_{i}}\right\|_{\gamma}$ and therefore, recalling the definition (5),

$$
\|u\|_{\gamma, T_{1}} \leq j\|u\|_{\gamma, T_{2}} \leq k\|u\|_{\gamma, T_{2}}
$$

Definition 1: We say that $u \in \mathcal{U}_{\gamma}$ converges to 0 , and write $u \xrightarrow{\text { pow }} 0$, if $\lim _{\tau \rightarrow \infty}\left\|u_{\tau}\right\|_{\gamma, T}=0$. We define $\mathcal{U}_{\gamma}^{0}:=\{u \in$ $\left.\mathcal{U}_{\gamma}: u \xrightarrow{\text { pow }} 0\right\}$ as the set of all the admissible inputs that converge to 0 .

An input converges to zero if its maximum average power over the interval $(\tau, \infty)$ is arbitrarily small for $\tau$ large enough. Note that Proposition 1 implies that neither the set $\mathcal{U}_{\gamma}^{0}$ nor the convergence $u \xrightarrow{\text { pow }} 0$ depend on the number $T$ in the definition, since if $\lim _{\tau \rightarrow \infty}\left\|u_{\tau}\right\|_{\gamma, T}=0$ for some $T>1$ then $\lim _{\tau \rightarrow \infty}\left\|u_{\tau}\right\|_{\gamma, T}=0$ for all $T>1$.

## III. Main Results

Theorem 1 is the main result of the paper.
Theorem 1: Let Assumptions 1, 2 and 3 hold and consider $\gamma$ from C3) in Assumption 3. Then,
a) For every $\varepsilon>0$ and $T>1$ there exists $\delta=\delta(\varepsilon, T)>0$ so that if $x$ is a solution of (1) corresponding to $u \in \mathcal{U}_{\gamma}$ such that $\|u\|_{\gamma, T} \leq \delta$, and $\left|x\left(t_{0}\right)\right| \leq \delta$ for some $t_{0} \geq 0$, then $x$ is forward complete and $|x(t)| \leq \varepsilon$ for all $t \geq t_{0}$.
b) If $x$ is a solution of (1) corresponding to some $u \in \mathcal{U}_{\gamma}^{0}$, then the following are equivalent:

> i) $\lim _{t \rightarrow \infty} x(t)=0$,
> ii) $x$ is bounded.

Theorem 1a) shows that solutions of (1) that begin sufficiently close to the origin and correspond to inputs with sufficiently small power are forward complete and remain close to the origin; in other words, this shows that system (1) is totally stable as defined in [26]. Theorem 1b) answers the question posed towards the end of Section II-B. For proving Theorem 1 we require Lemma 1.

Given $L \geq 0$ and $\omega \in \mathcal{K}_{\infty}$, we recursively define the functions $h_{j}: \mathbb{R}_{\geq 0}^{2} \rightarrow \mathbb{R}_{\geq 0}$ as follows

$$
\begin{align*}
h_{0}(p, t) & =p e^{L t}, \quad \text { and, for } j \geq 1  \tag{7}\\
h_{j}(p, t) & =h_{j-1}(p, t)+\sup _{0 \leq s \leq t}\left[\omega\left(h_{j-1}(p, s)\right) e^{L(t-s)}\right] . \tag{8}
\end{align*}
$$

Lemma 1: Let Assumptions 1, 2 and 3 hold and consider $\beta$ from Assumption 2 and $\gamma$ from C3) in Assumption 3. For every $R>0$ and $\eta>0$, there exist $L=L(R)>0, \kappa=$ $\kappa(R, \eta)>0$ and $\omega \in \mathcal{K}_{\infty}$ which only depends on $R$, such that if $h_{j}$ are the functions defined via (7)-(8) and $x$ is a solution of (1) corresponding to $u \in \mathcal{U}_{\gamma}$ such that $x(s) \in B_{R}^{n}$ for all $s \in\left[t_{0}, t_{0}+T\right)$, then for all $t \in\left[t_{0}, t_{0}+T\right]$, defining $j=n_{\left(t_{0}, t\right]}$ it follows that

$$
\begin{aligned}
|x(t)| \leq & \beta\left(\left|x\left(t_{0}\right)\right|, t-t_{0}+j\right) \\
& +h_{j}\left(\left(t-t_{0}+j\right) \eta+\kappa\left\|u_{\left(t_{0}, t\right]}\right\|_{\gamma}, t-t_{0}\right) .
\end{aligned}
$$

Proof: Let $R>0$. Define $R^{*}=\beta(R, 0)$ and consider $L_{R^{*}}$ and $\omega_{R^{*}}$, with $L_{R^{*}}$ and $\omega_{R^{*}}$ as in, respectively, A1) and A1) with $R^{*}$ instead of $R$. Let $\eta>0$. The proof of the following result can be obtained mutatis mutandis from that of the claim in the proof of [18, Lemma 3.3].

Claim 2: There exists $\kappa=\kappa\left(R^{*}, \eta\right)>0$ such that for all $s \geq 0, \xi \in B_{R^{*}}^{n}$ and $\mu \in \mathbb{R}^{m}$,

$$
\begin{align*}
|f(s, \xi, \mu)-f(s, \xi, 0)| & \leq \eta+\kappa \gamma(|\mu|), \text { and }  \tag{9}\\
|g(s, \xi, \mu)-g(s, \xi, 0)| & \leq \eta+\kappa \gamma(|\mu|) . \tag{10}
\end{align*}
$$

Let $x$ be a solution of (1) corresponding to $u \in \mathcal{U}_{\gamma}$ such that $x(s) \in B_{R}^{n}$ for all $s \in\left[t_{0}, t_{0}+T\right)$. Let $z$ be the unique solution of (2) satisfying $z\left(t_{0}\right)=x\left(t_{0}\right)$. Note that $|z(s)| \leq \beta\left(\left|x\left(t_{0}\right)\right|, 0\right) \leq R^{*}$ for all $s \geq t_{0}$. So, both $x(s)$ and $z(s)$ belong to $B_{R^{*}}^{n}$ for all $s \in\left[t_{0}, t_{0}+T\right)$. Fix $t \in\left[t_{0}, t_{0}+T\right]$ and let $\tau$ satisfy $t_{0} \leq \tau \leq t$. We have

$$
\begin{aligned}
x(\tau)-z(\tau)= & \int_{t_{0}}^{\tau}[f(s, x(s), u(s))-f(s, z(s), 0)] d s \\
& +\sum_{s \in\left(t_{0}, \tau\right] \cap \sigma}\left[g\left(s, x\left(s^{-}\right), u(s)\right)-g\left(s, z\left(s^{-}\right), 0\right)\right]
\end{aligned}
$$

Adding and subtracting $f(s, x(s), 0)$ and $g\left(s, x\left(s^{-}\right), 0\right)$ within the respective square brackets, applying norms and the triangle inequality, it follows that

$$
\begin{align*}
|x(\tau)-z(\tau)| & \leq \int_{t_{0}}^{\tau}|f(s, x(s), u(s))-f(s, x(s), 0)| d s \\
& +\int_{t_{0}}^{\tau}|f(s, x(s), 0)-f(s, z(s), 0)| d s \\
& +\sum_{s \in\left(t_{0}, \tau\right] \cap \sigma}\left|g\left(s, x\left(s^{-}\right), u(s)\right)-g\left(s, x\left(s^{-}\right), 0\right)\right| \\
& +\sum_{s \in\left(t_{0}, \tau\right] \cap \sigma}\left|g\left(s, x\left(s^{-}\right), 0\right)-g\left(s, z\left(s^{-}\right), 0\right)\right| \tag{11}
\end{align*}
$$

Since both $x(s) \in B_{R^{*}}^{n}$ and $z(s) \in B_{R^{*}}^{n}$ for all $s \in\left[t_{0}, t_{0}+T\right)$, employing A2), A3) and Claim 2, from (11) we arrive at

$$
\begin{aligned}
&|x(\tau)-z(\tau)| \\
& \leq \int_{t_{0}}^{\tau}[\eta+\kappa \gamma(|u(s)|)] d s+L_{R^{*}} \int_{t_{0}}^{\tau}|x(s)-z(s)| d s \\
&+\sum_{s \in\left(t_{0}, \tau\right] \cap \sigma}\left[\eta+\kappa \gamma(|u(s)|)+\omega_{R^{*}}\left(\left|x\left(s^{-}\right)-z\left(s^{-}\right)\right|\right)\right] \\
& \leq \eta \cdot\left(t-t_{0}+n_{\left(t_{0}, t\right]}\right)+\kappa\left\|u_{\left(t_{0}, t\right]}\right\|_{\gamma} \\
&+L_{R^{*}} \int_{t_{0}}^{\tau}|x(s)-z(s)| d s+\sum_{s \in\left(t_{0}, \tau\right] \cap \sigma} \omega_{R^{*}}\left(\left|x\left(s^{-}\right)-z\left(s^{-}\right)\right|\right),
\end{aligned}
$$

where we have employed the fact that $\tau-t_{0}+n_{\left(t_{0}, \tau\right]} \leq t-$ $t_{0}+n_{\left(t_{0}, t\right]}$. Note that the latter holds even for $\tau=t_{0}+T$, since $x\left(s^{-}\right)$and $z\left(s^{-}\right)$belong to $B_{R^{*}}^{n}$ for all $s \in\left[t_{0}, t_{0}+T\right]$. The result follows by application of Lemma V , given in the Appendix, to the function $y:\left[t_{0}, t_{0}+T\right] \rightarrow \mathbb{R}_{\geq 0}$ defined via $y(s)=|x(s)-z(s)|$, setting $p=\eta \cdot\left(t-t_{0}+n_{\left.\left(t_{0}, t\right]\right)}\right)+\kappa\left\|u_{\left(t_{0}, t\right]}\right\|_{\gamma}$, $L=L_{R^{*}}$ and $\omega=\omega_{R^{*}}$, and taking into account that $|x(t)| \leq$ $|z(t)|+|x(t)-z(t)| \leq \beta\left(\mid x\left(t_{0}\right), t-t_{0}+n_{\left(t_{0}, t\right]}\right)+|x(t)-z(t)|$.

Proof of Theorem 1a): For the sake of simplicity, we will write $\|\cdot\|_{T}$ instead of $\|\cdot\|_{\gamma, T}$.

Let $\varepsilon>0$ and $T>1$. Let $\beta \in \mathcal{K} \mathcal{L}$ the function coming from Assumption 2. Pick $\delta^{*}>0$ and $T^{*}>1$ such that $\beta\left(\delta^{*}, 0\right)<$ $\varepsilon / 2$ and $\beta\left(\delta^{*}, T^{*}\right)<\delta^{*} / 2$. Let $L>0$ and $\omega \in \mathcal{K}_{\infty}$ be the constant and the function corresponding to $R=\varepsilon$ in Lemma 1. Let $j^{*}=\left\lfloor T^{*}\right\rfloor+1$.

Consider the functions $h_{j}$ defined in (7)-(8). These functions are continuous, nondecreasing in each variable, $h_{j} \leq h_{k}$ for all $j \leq k$, and $h_{j}(0, r)=0$ for all $r \geq 0$ and all $j$. Pick $\lambda>0$ so that $h_{j^{*}}\left(\lambda, T^{*}+1\right) \leq \delta^{*} / 2$. For such a $\lambda$ we also have that for all $0 \leq p \leq \lambda, 0 \leq r \leq T^{*}+1$ and $0 \leq j \leq j^{*}$,

$$
\begin{equation*}
h_{j}(p, r) \leq h_{j^{*}}\left(p, T^{*}+1\right) \leq \frac{\delta^{*}}{2} \tag{12}
\end{equation*}
$$

From Proposition 1, there exists $c>0$ such that $\|u\|_{T^{*}} \leq$ $c\|u\|_{T}$ for all $u \in \mathcal{U}_{\gamma}$. Let $\eta=\frac{0.5 \lambda}{T^{*}+1}$ and $\kappa=\kappa(\varepsilon, \eta)$ from Lemma 1 and define $\hat{\delta}=\frac{\lambda}{2 c \kappa}$.

Let $x \in \mathcal{T}\left(t_{0}, x_{0}, u\right)$ with $t_{0} \geq 0,\left|x_{0}\right| \leq \delta^{*}$ and $u \in \mathcal{U}_{\gamma}$ such that $\|u\|_{T} \leq \hat{\delta}$. Let $\left[t_{0}, t_{x}\right)$ be the interval of definition of $x$. Define $t_{1}=\sup \left\{t \geq t_{0}: t-t_{0}+n_{\left(t_{0}, t\right]} \leq T^{*}\right\}$. We have that $T^{*} \leq t_{1}-t_{0}+n_{\left(t_{0}, t_{1}\right]} \leq T^{*}+1$, hence $n_{\left(t_{0}, t_{1}\right]} \leq T^{*}+1$ and since $n_{\left(t_{0}, t_{1}\right]} \in \mathbb{N}_{0}$, then $n_{\left(t_{0}, t_{1}\right]} \leq j^{*}$. Thus, $n_{\left(t_{0}, t\right]} \leq j^{*}$ for all $t_{0} \leq t \leq t_{1}$.

Claim 3: $t_{x}>t_{1}$ and $x(t) \in B_{\varepsilon}^{n}$ for all $t \in\left[t_{0}, t_{1}\right]$.

Proof of Claim 3: Since $x\left(t_{0}\right)=x_{0}$ satisfies $\left|x_{0}\right| \leq \delta^{*}, x$ is right continuous and $\delta^{*}<\varepsilon / 2$, it follows that $x(s) \in B_{\varepsilon}^{n}$ for all $s$ in some interval $\left[t_{0}, t_{0}^{\prime}\right]$ with $t_{0}^{\prime}>t_{0}$. Let

$$
\tau^{*}=\sup \left\{\tau \in\left[t_{0}, t_{x}\right): x(s) \in B_{\varepsilon}^{n} \forall s \in\left[t_{0}, \tau\right]\right\}
$$

then $\tau^{*}>t_{0}$. Suppose that $\tau^{*} \leq t_{1}$. Then, for every $t_{0} \leq$ $t<\tau^{*}, x(t)$ belongs to $B_{\varepsilon}^{n}$. In addition $t-t_{0}+n_{\left(t_{0}, t\right]} \leq t_{1}-$ $t_{0}+n_{\left(t_{0}, t_{1}\right]} \leq T^{*}+1$, which implies that $t-t_{0} \leq T^{*}+1$ and $j=n_{\left(t_{0}, t\right]} \leq j^{*}$. By applying Lemma 1 and using the definitions of $\hat{\delta}, \eta$ and $\|u\|_{T}$, and (12), it follows that

$$
\begin{align*}
\left|x\left(\tau^{*}\right)\right| \leq & \beta\left(\left|x\left(t_{0}\right)\right|, \tau^{*}-t_{0}+j\right) \\
& +h_{j}\left(\left(\tau^{*}-t_{0}+j\right) \eta+\kappa\left\|u_{\left(t_{0}, \tau^{*}\right]}\right\|, \tau^{*}-t_{0}\right) \\
\leq & \frac{\varepsilon}{2}+h_{j^{*}}\left(\lambda, T^{*}+1\right) \leq \frac{\varepsilon}{2}+\frac{\varepsilon}{4}<\varepsilon . \tag{13}
\end{align*}
$$

This shows that $x(t)$ exists for all $t$ in some interval [ $\left.\tau^{*}, t^{\prime}\right]$ with $t^{\prime}>\tau^{*}$ and that $x(t) \in B_{\varepsilon}^{n}$ on this interval, contradicting the definition of $\tau^{*}$. In consequence, $\tau^{*}>t_{1}$ and the claim is proved.

Taking into account Claim 3, and reasoning as above, then for every $t \in\left[t_{0}, t_{1}\right]$ we have that $|x(t)| \leq \varepsilon$ and

$$
\begin{aligned}
\left|x\left(t_{1}\right)\right| \leq & \beta\left(\left|x\left(t_{0}\right)\right|, t_{1}-t_{0}+j\right) \\
& +h_{j}\left(\left(t_{1}-t_{0}+j\right) \eta+\kappa\left\|u_{\left(t_{0}, t_{1}\right]}\right\|, t_{1}-t_{0}\right) \\
\leq & \frac{\delta^{*}}{2}+h_{j^{*}}\left(\lambda, T^{*}+1\right) \leq \frac{\delta^{*}}{2} \leq \frac{\delta^{*}}{2}=\delta^{*} .
\end{aligned}
$$

since $t_{1}-t_{0}+n_{\left(t_{0}, t_{1}\right]} \geq T^{*}$. Define the strictly increasing sequence $\left\{t_{k}\right\}_{k=0}^{\infty}$ as follows

$$
t_{k+1}=\sup \left\{t \geq t_{k}: t-t_{k}+n_{\left(t_{k}, t\right]} \leq T^{*}\right\}
$$

Repeating the reasoning performed above in a recursive manner we obtain that for all $k \in \mathbb{N}_{0}$ and all $t \in\left[t_{k}, t_{k+1}\right], x(t)$ is defined, $|x(t)| \leq \varepsilon$ and $\left|x\left(t_{k+1}\right)\right| \leq \delta^{*}$.

Next, we claim that $t_{k} \rightarrow \infty$. Suppose that the claim is not true. Since $t_{k}$ is increasing, then $t_{k} \rightarrow \bar{t}$, with $\bar{t}>t_{0}$. Then $\bar{t}-t_{0}+n_{\left(t_{0}, \bar{T}\right]} \geq t_{k}-t_{0}+n_{\left(t_{0}, t_{k}\right]}=\sum_{j=1}^{k}\left[t_{j}-t_{j-1}+n_{\left(t_{j-1}, t_{j}\right]}\right] \geq$ $k T^{*}$, for all $k \geq 1$, which is absurd. Since $t_{k} \rightarrow \infty$, then $x(t)$ is defined for all $t \geq t_{0}$ and therefore $x$ is forward complete, and $|x(t)| \leq \varepsilon$ for all $t \geq t_{0}$. Theorem 11) follows by taking $\delta=\min \left\{\delta^{*}, \hat{\delta}\right\}$.

Proof of Theorem $1 b$ ): bi) $\Rightarrow$ bii). Since $x$ is a solution, then $x$ is right-continuous and the left-limit exists at each discontinuity instant. This means that $x$ is bounded in every bounded set. Since, in addition, $\lim _{t \rightarrow \infty} x(t)=0$, then $x$ must remain bounded also as $t \rightarrow \infty$. Therefore, item bii) must hold.
bii) $\Rightarrow$ bi). For the sake of simplicity we drop the subscript $\gamma$ in $\|\cdot\|_{\gamma, T}$. Pick any $\hat{T}>1$. Let $\varepsilon>0$ and let $\delta=\delta(\varepsilon, \hat{T})$ be as in the thesis of Theorem 11). Since $x$ is bounded, it is defined for all $t \geq t_{0}$ and $\Omega(x) \neq \emptyset$ (recall that the $\omega$-limit set $\Omega(x)$ of $x$ is the set of points $\xi \in \mathbb{R}^{n}$ such that there exists a strictly increasing and unbounded sequence of positive times $\left\{t_{k}\right\}$ such that $\left|x\left(t_{k}\right)-\xi\right| \rightarrow 0$ as $\left.k \rightarrow \infty\right)$. Let $\zeta \in \Omega(x)$ and let $R^{*}=|\zeta|+1$. Define $R=\beta\left(R^{*}, 0\right)+1$, where $\beta \in \mathcal{K} \mathcal{L}$ is the function coming from Assumption 2. Let $T^{*}>1$ be such that $\beta\left(R^{*}, T^{*}\right) \leq \delta / 2$. Define $j^{*}=\left\lfloor T^{*}\right\rfloor+1$.

Consider the functions $h_{j}$ defined via (7)-(8) with $L$ and $\omega$ as in Lemma 1. By using the same arguments as in the proof
of Theorem 1a), there exists $\lambda>0$ so that for all $0 \leq p \leq \lambda$, $0 \leq r \leq T^{*}+1$ and $0 \leq j \leq j^{*}, h_{j}(p, r) \leq \min \left\{\frac{\delta}{2}, \frac{1}{2}\right\}$. Let $\eta=\frac{0.5 \lambda}{T^{*}+1}$ and $\kappa=\kappa(R, \eta)$ given by Lemma 1 . Since $\zeta$ in $\Omega(x)$, there exists a sequence $\left\{t_{j}\right\}$, with $t_{j} \rightarrow \infty$, such that $x\left(t_{j}\right) \rightarrow \zeta$. Taking into account that $u \in \mathcal{U}_{\gamma}^{0}$, we can pick $j_{0}$ large enough so that $\left|x\left(t_{j_{0}}\right)\right|<R^{*}, \kappa\left\|u_{t_{j_{0}}}\right\|_{T^{*}+1}<\lambda / 2$ and $\left\|u_{t_{j_{0}}}\right\|_{\hat{T}}<\delta$.

Define $\tau=\sup \left\{t \geq t_{j_{0}}:|x(s)| \leq R\right.$ for all $\left.s \in\left[t_{j_{0}}, t\right]\right\}$. Since $\left|x\left(t_{j_{0}}\right)\right|<R$ and $x$ is right-continuous, $\tau>t_{j_{0}}$. Suppose that $\tau-t_{j_{0}}+n_{\left(t_{j_{0}}, \tau\right]} \leq T^{*}+1$. Then $|x(t)| \leq R$ for all $t \in\left[t_{j_{0}}, \tau\right)$. Let $j=n_{\left(t_{j}, \tau\right]}$. Then $j \leq j^{*}$. By applying Lemma 1, it follows that

$$
\begin{aligned}
|x(\tau)| \leq & \beta\left(\left|x\left(t_{j_{0}}\right)\right|, \tau-t_{j_{0}}+j\right) \\
& +h_{j}\left(\left(\tau-t_{j_{0}}+j\right) \eta+\kappa\left\|u_{\left(t_{j_{0}}, \tau\right]}\right\|, \tau-t_{0}\right) \\
\leq & \beta\left(R^{*}, 0\right)+h_{j^{*}}\left(\lambda, T^{*}+1\right)<R .
\end{aligned}
$$

The right-continuity of $x$ implies that $|x(t)|<R$ for $t \in[\tau, \tau+$ $\nu)$, with $v>0$ small enough, contradicting the definition of $\tau$. So, $\tau-t_{j_{0}}+n_{\left(t_{0}, \tau\right]}>T^{*}+1$. Let $t^{*}=\sup \left\{t \geq t_{j_{0}}: t-t_{j_{0}}+\right.$ $\left.n_{\left(t_{j}, t\right]} \leq T^{*}\right\}$. Then $T^{*} \leq t^{*}-t_{j_{0}}+n_{\left(t_{j_{0}}, t^{*}\right]}<T^{*}+1$. Note that $t^{*}<\tau$. Taking $j=n_{\left(t_{0}, t^{*}\right]}$ and reasoning as above, it follows that

$$
\begin{aligned}
\left|x\left(t^{*}\right)\right| \leq & \beta\left(\left|x\left(t_{j_{0}}\right)\right|, t^{*}-t_{j_{0}}+j\right) \\
& +h_{j}\left(\left(t^{*}-t_{j_{0}}+j\right) \eta+\kappa\left\|u_{\left(t_{j_{0}}, t^{*}\right]}\right\|, t^{*}-t_{j_{0}}\right) \\
\leq & \beta\left(R^{*}, T^{*}\right)+h_{j^{*}}\left(\lambda, T^{*}+1\right) \leq \delta
\end{aligned}
$$

From the latter, the facts that $\left\|u_{t^{*}}\right\|_{\hat{T}} \leq\left\|u_{j_{0}}\right\|_{\hat{T}} \leq \delta$ and that the restriction of $x$ to $\left[t^{*}, \infty\right)$ belongs to $\mathcal{T}\left(t^{*}, x\left(t^{*}\right), u_{t^{*}}\right)$, and the selected $\delta$, we have that $|x(t)| \leq \varepsilon$ for all $t \geq t^{*}$. We have established that $x \rightarrow 0$.

## IV. CICS AND BEICS

For an input $u \in \mathcal{U}$ we consider the supremum norm

$$
\begin{equation*}
\|u\|_{\infty}:=\max \left\{\operatorname{ess} \sup _{t \geq 0}|u(t)|, \sup _{t \in \sigma}|u(t)|\right\} \tag{14}
\end{equation*}
$$

Note that every $u \in \mathcal{U}$ such that $\|u\|_{\infty}<\infty$ belongs to $\mathcal{U}_{\gamma}$ for every $\gamma \in \mathcal{K}_{\infty}$.

Definition 2: Let $\gamma \in \mathcal{K}_{\infty}$. The system (1) is said to be
a) converging-input convergent-state (CICS) if every bounded solution $x \in \mathcal{T}\left(t_{0}, x_{0}, u\right)$, with $t_{0} \geq 0, x_{0} \in \mathbb{R}^{n}$, and $u \in \mathcal{U}$ such that $\|u\|_{\infty}<\infty$ and $\left\|u_{t}\right\|_{\infty} \rightarrow 0$ as $t \rightarrow \infty$, satisfies $x \rightarrow 0$;
b) $\gamma$-bounded-energy-input convergent-state (BEICS) if every bounded solution $x \in \mathcal{T}\left(t_{0}, x_{0}, u\right)$, with $t_{0} \geq 0$, $x_{0} \in \mathbb{R}^{n}$, and $u \in \mathcal{U}_{\gamma}$ such that $\|u\|_{\gamma}<\infty$ satisfies $x \rightarrow 0$.
The following results are corollaries of our main result.
Corollary 1: Let Assumptions 1, 2 and 3 hold and let $\gamma$ be given by C3) in Assumption 3. Then (1) is $\gamma$-BEICS.

Proof: Let $x \in \mathcal{T}\left(t_{0}, x_{0}, u\right)$, with $t_{0} \geq 0, x_{0} \in \mathbb{R}^{n}$, and $u \in$ $\mathcal{U}_{\gamma}$ such that $\|u\|_{\gamma}<\infty$, be bounded. The fact that $\|u\|_{\gamma}<\infty$ implies that $\left\|u_{t}\right\|_{\gamma} \rightarrow 0$ as $t \rightarrow \infty$ and then that $u \xrightarrow{\text { pow }} 0$. By applying Theorem 1 b ) it then follows that $x \rightarrow 0$.

Corollary 2: Let Assumptions 1, 2 and 3 hold. Then, (1) is CICS.

Proof: Let $x \in \mathcal{T}\left(t_{0}, x_{0}, u\right)$, with $t_{0} \geq 0, x_{0} \in \mathbb{R}^{n}$, and $u \in \mathcal{U}$ such that $\|u\|_{\infty}<\infty$ and $\lim _{t \rightarrow \infty}\left\|u_{t}\right\|_{\infty}=0$, be bounded. Let $\gamma \in \mathcal{K}_{\infty}$ be as in C3) of Assumption 3. Then $u \in \mathcal{U}_{\gamma}$. Pick any $T>1$. Let $\varepsilon>0$. Since $\lim _{t \rightarrow \infty}\left\|u_{t}\right\|_{\infty}=0$, there exists $t_{\varepsilon}>0$ such that $\left\|u_{t}\right\|_{\infty}<\gamma^{-1}\left(\frac{\varepsilon}{2 T}\right)$ for all $t \geq t_{\varepsilon}$. Then, for any $t \geq t_{\varepsilon}$ and any interval $I=(a, b] \subset[t, \infty)$ such that $b-a+n_{(a, b]} \leq T$ we have that

$$
\begin{aligned}
\left\|u_{(a, b]}\right\|_{\gamma} & =\int_{a}^{b} \gamma(|u(s)|) d s+\sum_{s \in \sigma \cap(a, b]} \gamma(|u(s)|) \\
& \leq\left(b-a+n_{(a, b]}\right) \frac{\varepsilon}{2 T}<\varepsilon .
\end{aligned}
$$

Therefore, $\left\|u_{t}\right\|_{\gamma, T} \leq \varepsilon$ for all $t \geq t_{\varepsilon}$. This shows that $u \in \mathcal{U}_{\gamma}^{0}$. Applying Theorem 1b) we obtain that $x \rightarrow 0$.

## V. Conclusion

We have provided, for the first time in an impulsive timevarying system setting, conditions that ensure that stability under zero input is inherited under inputs that converge to zero in some appropriate sense. These conditions constitute rather mild boundedness and continuity requirements on the flow and jump maps. The given novel results have the following salient features: the jump map is not required to satisfy any kind of Lipschitz continuity property and solutions under nonzero inputs are not necessarily unique.

## Appendix

The following comparison-type result can be seen as a corollary to [4, Lemma 3.2] and is required in the proof of Lemma 1.

Lemma 1: Let $0 \leq d<b$ and let $y:[d, b] \rightarrow \mathbb{R}_{\geq 0}$ be a right-continuous function having a finite number $N$ of points of discontinuity $s_{1}, \ldots, s_{N}$ satisfying $d<s_{1}<\cdots<s_{N} \leq b$. Let $y$ be such that the left-limit $y\left(s_{j}^{-}\right)$exists for all $j=1, \ldots, N$. Let $p \in \mathbb{R}_{\geq 0}, \omega \in \mathcal{K}_{\infty}$ and $\sigma=\left\{s_{k}\right\}_{k=1}^{N}$. If $y$ satisfies

$$
\begin{equation*}
y(t) \leq p+L \int_{d}^{t} y(s) d s+\sum_{s \in \sigma \cap(d, t]} \omega\left(y\left(s^{-}\right)\right) \tag{15}
\end{equation*}
$$

for all $t \in[d, b]$, then in the same time interval $y$ satisfies

$$
\begin{equation*}
y(t) \leq h_{k}(p, t-d), \tag{16}
\end{equation*}
$$

where $k=n_{(d, t]}=\#[\sigma \cap(d, t]]$, and the functions $h_{j}: \mathbb{R}_{\geq 0} \times$ $[0, \infty) \rightarrow \mathbb{R}_{\geq 0}, j=0,1, \ldots$, are recursively defined by (7)-(8).

Proof: Define the constant function $a: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}, a(s) \equiv$ $L$, and the constant sequence of nonnegative numbers $\left\{c_{i}\right\}_{i=1}^{N}$, $c_{i} \equiv 1$. Then, the assumptions of [4, Lemma 3.2] are satisfied and application of this lemma yields $y(t) \leq h_{k}^{d}(p, t)$ with the functions $h_{j}^{d}: \mathbb{R}_{\geq 0}^{2} \rightarrow \mathbb{R}_{\geq 0}$ defined recursively as $h_{0}^{d}(p, t)=$ $p e^{L(t-d)}$ and for $j \geq 1$,

$$
\begin{aligned}
h_{j}^{d}(p, t) & =h_{j-1}^{d}(p, t)+e^{L(t-d)} \sup _{d \leq s \leq t}\left[\omega\left(h_{j-1}^{d}(p, s)\right) e^{-L(s-d)}\right] \\
& =h_{j-1}^{d}(p, t)+\sup _{d \leq s \leq t}\left[\omega\left(h_{j-1}^{d}(p, s)\right) e^{L(t-s)}\right] .
\end{aligned}
$$

With these definitions, it follows that $h_{j}^{d}(p, t)=h_{j}^{0}(p, t-d)=$ $h_{j}(p, t-d)$ for all $j \in \mathbb{N}_{0}, p \geq 0$, and $t \geq d \geq 0$.

## References

[1] V. Lakshmikantham, D. Bainov, and P. S. Simeonov, Theory of Impulsive Differential Equations (Modern Applied Mathematics), vol. 6. Singapore: World Sci., 1989.
[2] J. P. Hespanha, D. Liberzon, and A. Teel, "Lyapunov conditions for input-to-state stability of impulsive systems," Automatica, vol. 44, no. 11, pp. 2735-2744, 2008.
[3] H. Haimovich and J. L. Mancilla-Aguilar, "A characterization of iISS for time-varying impulsive systems," in Proc. Argentine Conf. Autom. Control (AADECA), Buenos Aires, Argentina, 2018, doi: 10.23919/AADECA.2018.8577422.
[4] H. Haimovich and J. L. Mancilla-Aguilar, "Strong ISS implies strong iISS for time-varying impulsive systems," 2019. [Online]. Available: http://arxiv.org/abs/1909.00858.
[5] H. Haimovich and J. L. Mancilla-Aguilar, "Nonrobustness of asymptotic stability of impulsive systems with inputs," 2019. [Online]. Available: http://arxiv.org/abs/1910.07610.
[6] H. Haimovich, J. L. Mancilla-Aguilar, and P. Cardone, "A characterization of strong iISS for time-varying impulsive systems," in Proc. XVIII Workshop Inf. Process. Control (RPIC), Bahía Blanca, Argentina, 2019, pp. 169-174, doi: 10.1109/RPIC.2019.8882162.
[7] J. L. Mancilla-Aguilar, H. Haimovich, and P. Feketa, "Uniform stability of nonlinear time-varying impulsive systems with eventually uniformly bounded impulse frequency," 2019. [Online]. Available: https://arxiv.org/abs/1912.04343.
[8] J. L. Mancilla-Aguilar and H. Haimovich, "Uniform input-tostate stability for switched and time-varying impulsive systems," IEEE Trans. Autom. Control, early access, Jan. 22, 2020, doi: 10.1109/TAC.2020.2968580.
[9] R. Goebel, R. G. Sanfelice, and A. R. Teel, Hybrid Dynamical Systems: Modeling, Stability, and Robustness. Princeton, NJ, USA: Princeton Univ. Press, 2012.
[10] E. D. Sontag, "Smooth stabilization implies coprime factorization," IEEE Trans. Autom. Control, vol. AC-34, no. 4, pp. 435-443, Apr. 1989.
[11] E. D. Sontag and Y. Wang, "On characterizations of the input-to-state stability property," Syst. Control Lett., vol. 24, no. 5, pp. 351-359, 1995.
[12] E. D. Sontag, "Comments on integral variants of ISS," Syst. Control Lett., vol. 34, nos. 1-2, pp. 93-100, 1998.
[13] D. Angeli, E. D. Sontag, and Y. Wang, "A characterization of integral input-to-state stability," IEEE Trans. Autom. Control, vol. 45, no. 6, pp. 1082-1097, Jan. 2000.
[14] E. D. Sontag, "A remark on the converging-input converging-state property", IEEE Trans. Autom. Control, vol. 48, no. 2, pp. 313-314, Feb. 2003.
[15] E. P. Ryan and E. D. Sontag, "Well-defined steady-state response does not imply CICS," Syst. Control Lett., vol. 55, no. 9, pp. 707-710, 2006.
[16] B. Jayawardhana, E. P. Ryan, and A. Teel, "Bounded-energy-input convergent-state property of dissipative nonlinear systems: An iISS approach," IEEE Trans. Autom. Control, vol. 55, no. 1, pp. 159-164, Jan. 2010.
[17] B. Jayawardhana, "State convergence of dissipative nonlinear systems given bounded-energy input signal," SIAM J. Control Optim., vol. 48, no. 6, pp. 4078-4088, 2010.
[18] J. L. Mancilla-Aguilar and H. Haimovich, "On zero-input stability inheritance for time-varying systems with decaying-to-zero input power," Syst. Control Lett., vol. 104, pp. 31-37, Jun. 2017.
[19] D. Angeli, E. D. Sontag, and Y. Wang, "Further equivalences and semiglobal versions of integral input to state stability," Dyn. Control, vol. 10, no. 2, pp. 127-149, 2000.
[20] H. Haimovich and J. L. Mancilla-Aguilar, "A characterization of integral ISS for switched and time-varying systems," IEEE Trans. Autom. Control, vol. 63, no. 2, pp. 578-585, Feb. 2018.
[21] H. Haimovich and J. L. Mancilla-Aguilar, "ISS implies iISS even for switched and time-varying systems (if you are careful enough)," Automatica, vol. 104, pp. 154-164, Jun. 2019, doi: 10.1016/j.automatica.2019.02.057.
[22] P. S. Simeonov and D. D. Bainov, "Stability under persistent disturbances for systems with impulse effects," J. Math. Anal. Appl., vol. 109, no. 2, pp. 546-563, 1985.
[23] A. A. Soliman, "On stability of perturbed impulsive differential systems," Appl. Math. Comput., vol. 133, no. 1, pp. 105-117, 2002.
[24] A. O. Ignatyev, "On the stability of invariant sets of systems with impulse effect," Nonlinear Anal. Theory Methods Appl., vol. 69, no. 1, pp. 53-72, 2008.
[25] J. K. Hale, Ordinary Differential Equations. Malabar, FL, USA: Robert E. Krieger Publ., 1980.
[26] W. Hahn, Stability of Motion. Heidelberg, Germany: Springer-Verlag, 1967.


[^0]:    This work was supported in part by the Agencia Nacional de Promoción Científica y Tecnológica, Argentina, under Grant PICT 2018-1385. Recommended by Senior Editor L. Menini. (Corresponding author: José Luis Mancilla-Aguilar.)

    José Luis Mancilla-Aguilar is with the Centro de Sistemas y Control, Instituto Tecnológico de Buenos Aires, Buenos Aires C1106ACD, Argentina (e-mail: jmancill@itba.edu.ar).
    Hernan Haimovich is with the Franco-Argentino International Center for Information and Systems Science, CONICET-UNR, Rosario S2000EKF, Argentina (e-mail: haimovich@cifasis-conicet.gov.ar).

