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Abstract

There is a general belief that the quality of Twitter data streams is generally low and unpredictable, making, in some way,
unreliable to take decisions based on such data. The work presented here addresses this problem from a Data Quality
(DQ) perspective, adapting the traditional methods used in relational databases, based on quality dimensions and metrics,
to capture the characteristics of Twitter data streams in particular, and of Big Data in a more general sense. Therefore, as
a first contribution, this paper re-defines the classic DQ dimensions and metrics for the scenario under study. Second, the
paper introduces a software tool that allows capturing Twitter data streams in real time, computing their DQ and displaying
the results through a wide variety of graphics. As a third contribution of this paper, using the aforementioned machinery,
a thorough analysis of the DQ of Twitter streams is performed, based on four dimensions: Readability, Completeness,
Usefulness, and Trustworthiness. These dimensions are studied for several different cases, namely unfiltered data streams,
data streams filtered using a collection of keywords, and classifying tweets referring to different topics, studying the DQ for
each topic. Further, although it is well known that the number of geolocalized tweets is very low, the paper studies the DQ of
tweets with respect to the place from where they are posted. Last but not least, the tool allows changing the weights of each
quality dimension considered in the computation of the overall data quality of a tweet. This allows defining weights that fit
different analysis contexts and/or different user profiles. Interestingly, this study reveals that the quality of Twitter streams
is higher than what would have been expected.
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1 Introduction and Motivation

The relevance of Big Data has been acknowledged by
researchers and practitioners even before the concept
became widely popular through media coverage (The
Economist. Data 2008). Although there is no precise and
formal definition, it is accepted that Big Data refers to huge
volumes of heterogeneous data ingested at a speed that
cannot be handled by traditional database systems tools,
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and characterized by the well-known “4 V’s” (volume,
variety, velocity, and veracity). That means, not only the
data volume is relevant, but also the different kinds of
structured, semi-structured and unstructured data, the speed
at which data arrives (e.g., real time, near real time), and the
reliability and usefulness of such data. However, it is also
acknowledged that most of the promises and potential of Big
Data are far from being realized at the moment of writing
this paper. This gap between promise and reality is due to
the many technical problems and challenges that are usually
overlooked, although the database research community has
warned about them. These problems refer, among many
ones, to heterogeneity, scale, timeliness, complexity, and
privacy. Moreover, in Agrawal D. et al. (2011), the whole
Big Data process is split in five phases, and it is stated that
from the data acquisition phase to the results interpretation
phase, data quality (DQ) plays a key role. The classic
concepts of DQ used in relational databases must be
revisited in a Big Data context, since many new problems
appear, which are not present in traditional relational
database scenarios (Saha and Srivastava 2014; Cai and Zhu
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2015; Firmani et al. 2015). Intuitively, each of the “V’s”
define a different context for data analysis, and therefore, for
DQ. Thus, there is a strong relationship between the work
about contexts in DQ (e.g., Ciaccia and Torlone (2011) and
Poeppelmann and Schultewolter (2012)) and the problems
of DQ in Big Data, since different notions of quality must
be used for different types of data.

Twitter is a well-known microblogging service where
users post messages, denoted “tweets”. These are short
messages with a maximum length of (currently) 280
characters. Often, hashtags are used for grouping and
searching tweets according to some topic or subject. Since
people who post those messages share preferences and
opinions with other users, tweets are a valuable source of
people’s opinions and sentiments. Such tweets can thus
be used to help in marketing tasks, social analysis, and
so on. Such data can be analyzed online, to help taking
immediate decisions, or can be cleaned, structured, and
stored in a data warehouse or a data lake for historical
analysis. It follows immediately that Twitter feeds conform
a typical real-time Big Data scenario: data come at high
speed, are highly unstructured, and, in principle, have
very volatile reliability and usefulness (confirming or not
these assumptions is one of the goals of this paper).
All of these characteristics are the complete opposite of
a relational database analytics scenario, where data are
highly structured, and cleaned, transformed and analyzed
offline. To be used in a decision-making scenario, Twitter
feeds should have at least a minimum quality, to avoid
erroneous decisions. For example, Soto et al. (2018) use
a DQ approach to filter Twitter users in order to analyze
tweets for policy making in health care, in order to obtain
data useful for their needs. It follows that the quality of the
data must be assessed accounting for the issues mentioned
above. Further, it would be desirable to be able to give
context to DQ, in the sense that Twitter data may be used
for different goals and in different situations, which means
that data quality dimensions should be addressed differently
in each case.

Despite the relevance of the topic, there has been
not much work so far, in particular regarding the
implementation of quality processes over Big Data sources.
For Twitter data, in particular, most of the work has focused
on mining tweets and, mainly, on performing sentiment
analysis on them, to discover the user’s feeling behind a
tweet. This analysis, although useful, is clearly incomplete
for decision-making, because the former does not account
for the quality of the data. A more comprehensive analysis
from a DQ point of view is required, to make reliable and
informed decisions based on Twitter data. Also, DQ can
be used to determine the attributes that characterize the
different quality of the tweets, filter out bad quality data,
and/or validate the conclusions drawn in the data analysis

phase. This paper tackles these issues, analyzing the quality
of Twitter data feeds using DQ concepts adapted to this
scenario. For this, it uses a software tool developed to
capture Twitter streams in real time, and computing and
displaying their DQ features.

1.1 Contributions
The contributions of this work are the following:

1. The definition of DQ dimensions and metrics in a Big
Data scenario where data arrive as unstructured docu-
ments and in real time. Traditional quality dimensions
are redefined, to address such characteristics. This gen-
eral scenario is instantiated to study the concrete case
of Twitter feeds.

2. A system that acquires tweets in real time, computes the
quality of each tweet, applies the quality metrics defined
formally in the paper, and displays a collection of
graphics for analyzing the overall quality of the stream.
The implementation allows: (a) filtering tweets using a
set of keywords; (b) computing the overall data quality
of a Twitter stream; (c) displaying each DQ dimension
separately; (d) defining topics and computing the
DQ of the tweets corresponding to each topic (e.g.,
politics, sports, arts); (e) displaying the DQ over a
map, thus classifying the quality according with the
geolocalization of the tweet; (f) Storing searches in an
ElasticSearch database, in order to efficiently retrieve
those searches when they are needed, for comparing
results. In addition, the system accounts for the context
in which tweets are analyzed, allowing to dynamically
change the weights of the quality dimension metrics.

3. A thorough study of Twitter data streams in real
time, using the machinery described above. Several
tests are planned, executed, analyzed, and reported,
to investigate the DQ of Twitter feeds from different
dimensions. Surprisingly, as commented above, this
analysis suggests that the quality of Twitter data streams
is, in general, higher than the one most people would
expect. Therefore Tweeter data can be considered very
valuable for decision making. Moreover, the study
shows that quality can vary for tweets corresponding to
different topics, which also helps to assess the value of
these data when they are used in particular contexts.

1.2 Paper organization

The remainder of the paper is structured as follows.
Section 2 discusses related work. In Section 3, the tradi-
tional DQ dimensions and metrics are presented. Section 4
studies the DQ dimensions and metrics for Big Data and
presents the computation of such metrics to evaluate the



quality of a tweet. Section 5 describes the implementation
of the system. Section 6 is the core of the paper, and presents
the experimentation over Twitter data, and reports and dis-
cusses the results of this study. Section 7 concludes the

paper.

2 Related Work

Ensuring data quality in relational databases has long been
acknowledged as a relevant research topic in the database
community. This research resulted in the definition of
dimensions, metrics, and methods to assess the quality
of a database (Wang and Strong 1996), and also in an
ISO standard specification!. Despite this, classic research
considers DQ as a concept independent of the context in
which data are produced and used. This assumption is
clearly not enough to solve complex problems, particularly
in current times, when, among other facts, ubiquitous
computing requires accounting for the space and time
associated with a query. Strong et al. (1997) realized
this problem, and claimed that the quality of data is
highly dependent on the context, which became an
accepted fact thereon. The rationale for this conclusion
was based on the fact that, similarly to quality in
general, DQ cannot be assessed independently of the
consumers who choose and use certain products. As
an example of these concepts, Wagner et al. (2011)
proposes a system where contextual information allows
evaluating the quality of blood pressure data. Further, with a
more general perspective, Poeppelmann and Schultewolter
(2012) introduces a framework that allows context-sensitive
assessment of DQ, through the selection of dimensions for
each particular decision-maker context and her information
requirements.

It is widely accepted that most modern applications,
particularly over the web, are required to be context-aware.
Thus, there is a large corpus of work on the topic. Bolchini
et al. (2007) presented a survey of context models, with
a well-defined structure, that identifies some important
aspects of such models. In particular, the work remarks
that models must account for space, time, context history,
subject, and user’s profile. Preferences in databases have
also been extensively studied (Ciaccia and Torlone 2011;
Stefanidis et al. 2011). In the multidimensional databases
domain, (Marotta and Vaisman 2016) proposes to define
the context through the use of logic rules, representing the
database as a first-order logic theory. The particularities
of data quality in the context of Big data are addressed
in Firmani et al. (2015) and Batini et al. (2015), which
study how the “4 V’s” mentioned in Section 1 impact on
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well-known DQ dimensions and metrics used in traditional
structured databases (Batini and Scannapieco 2006). The
main message in Firmani et al. (2015) is that Big Data
quality should be defined in source-specific terms and
according to the dimension(s) under investigation. In some
sense, this means that the context is again present in a Big
Data scenario when quality is addressed.

Social networks and, especially, Twitter, are increasingly
becoming a source of data for information systems of
many different kinds. As such, assessing the quality of data
obtained from these sources is crucial for the success of
information systems that rely on such data. Several works
in various fields reflect this influence. In health sciences,
for example, Zadeh et al. (2019) study the characteristics
of Twitter data that were used to monitor flu outbreaks in
the US, confirming that flu-related traffic on social media
is closely related with actual flu outbreaks. In disaster
management, Abedin and Babar (2018) argue that social
media plays a significant role in the rapid propagation
of information when disasters occur. The authors focus
on the use of social media during the response phase,
studying the use of Twitter by Emergency Response
Organisations (EROs) during a fire hazard occurred in
Victoria, Australia in February, 2014. Citizen science,
where people contribute information for scientific research,
has also been characterized as as an information quality
research frontier (Lukyanenko et al. 2020). The work
analyzes the quality of information created by ordinary
people, which is known as user-generated content, through
social networks like Facebook, Twitter, Instagram, or
YouTube, online reviews like TripAdvisor, IMDB, and so
on. Ye et al. (2019) studies how mobile data services (MDS)
providers can leverage reviews posted in social media to
innovate and profit from them, reporting that online reviews
positively impact MDS popularity directly. Along similar
lines, Chang and Chen (2019) propose a model based on
sentiment analysis and credibility, to study the impact of
online reviews (taking TripAvisor as a source for their
experiments), reporting that negative emotions and low-
credibility reviews have a high influence on hotel ranking.
This study also reports that credibility has a higher influence
than sentiment analysis on hotel ranking.

As a result of the above, it is clear that assessing the
quality of data generated by social media users is a relevant
research and practical problem, which has not been properly
addressed yet. In this sense, regarding the analysis of the
quality of Twitter data, most of the research work has
focused on data mining tasks (mainly classification and text
mining (Byrd et al. 2016)), and sentiment analysis (Hao
et al. 2011; Fornacciari et al. 2015; Guruprasad et al.
2015). However, it seems that simply applying well-
known techniques over these kinds of data misses an
important point, namely the quality of the data over analysis.
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Recently, Soto et al. (2018) partially addressed the issue
of DQ in some way, in the context of health care data
analysis. The authors point out the problems generated by
unreliable Twitter data for the analysis of such data, and
also remark that DQ is overlooked in social media analysis.
The paper analyzes people’s opinions on different topics
and from a certain region, accounting for DQ. However,
the paper does not dive into DQ dimensions, and limits to
provide an offline cleaning methodology. Also, Salvatore
et al. (2020) proposed a framework for studying Twitter DQ,
and a collection of good practices and indicator for such
task. However, the study is limited to the case of the 2018
London marathon, reducing the scope. On the contrary, the
study presented in this paper is performed on real-time and
historical data obtained from the tool described here.

A preliminary version of the system discussed in this
paper, was presented by Arolfo and Vaisman (2018) in
previous work, which studies how data from Twitter can
be captured, and their DQ can be computed in real time.
The system presented here has a totally new and more
robust and efficient architecture, as explained later in
the paper, as well as an expanded and improved graphic
machinery. Also, the system allows storing and retrieving
past searches, and provides the capability of adapting the
quality metrics weights to the user interests, accounting for
context analysis.

3 Background on Data Quality

Data Quality (DQ) is a multi-faceted concept, represented
by different dimensions, each one referring to a different
quality aspect (Strong et al. 1997; Batini and Scannapieco
20006). A dimension captures a facet of DQ, while a metric
is a quantifiable instrument that defines the way in which a
dimension is measured. Since a DQ dimension is in general
a wide concept, an associated metric allows specifying a
concrete meaning for the dimension. As a consequence,
many different metrics can be associated with the same

DQ dimension, and their application will measure several
different aspects of such dimension. In a broader sense, the
quality of an object or service indicates to what extent this
object or service fits the needs to solve a given problem.
That is, quality is not absolute to the object or service per se,
but relative to the problem to be solved. This is the approach
followed in this work.

While a large number of DQ dimensions were proposed
in the literature, there is a basic set of them, which are
generally acknowledged to be representative of the quality
of data (Batini and Scannapieco 2006; Scannapieco and
Catarci 2002). This set includes accuracy, completeness,
consistency, freshness (or timeliness), among other ones.
These are described next, to make the paper self-contained.

—  Accuracy: Specifies how accurate data are, and involves
the concepts of semantic accuracy and and syntactic
accuracy. The former refers to how close is a real-
world value to its representation in the database. The
latter indicates if a value belongs to a valid domain. In
other words, accuracy describes the closeness between
a value v and a value v/, considered as the correct rep-
resentation of the real-life phenomenon that v aims at
representing. For example, if someone wants to type the
name “John” but typed “Jhn”, there is an accuracy issue.

— Completeness: Represents the extent to which data
suffice for the task at hand. For relational databases,
this can be characterized as the presence/absence and
meaning of null values, assuming that the schema is
complete. For example, the left-hand side of Fig. 1
displays the chronological order of the Matrix movies,
although it can be seen that “The Matrix Revolutions”
lacks the year of release value, therefore there is
a completeness issue there. If a query asks for the
directors of these movies, there is also a schema
completeness issue.

— Redundancy: Refers to the representation an aspect
of the world with the minimal use of information
resources. For example, in Fig. 1 (center and right),

Fig.1 a Completeness issue Cluster table Node table
(left); b Redundancy issue
(center & right) Tittle I Yeai of riliise Id Id @ Cluster_id
The Matrix 1999 1 1 /RUNNING 1
The Matrix Reloaded 2003 2 RUNNING 1
The Matrix Revolutions
3 3 STOPPED 2
Completeness issue
4 STOPPED 2
Redundancy issue S STOPPED 3
6 STOPPED 3
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Fig.2 Readability issue example

the nodes that compose the different clusters in an
architecture are shown, together with their status. It can
be seen that Cluster 3 has a “RUNNING” status, but its
nodes are “STOPPED”. Redundancy here also caused
an inconsistency issue (see below).

— Consistency: Refers to the capability of the informa-
tion to comply without contradictions with all the
rules defined in a system. For example, in a relational
database constraints are defined to guarantee consis-
tency. As commented above, Fig. 1 (right) shows a
consistency issue.

—  Readability: Refers to the ease of understanding of
information. This could be the case when, for example,
a hand-written paragraph is scanned, and some of the
characters are not well defined, as depicted in Fig. 2.

— Accessibility: Also called availability, is related to the
ability of the user to access the information.

—  Trust: Refers to how much the information source can
be trusted, and therefore to what extent data are reliable.
For example, people may rely on Twitter posts to find
out the quality of a movie, or check the IMDB site
at http://www.imdb.com, which might provide more
reliable data.

Fig.3 Usefulness issue example

—  Usefulness (cf. Firmani et al. (2015)): This is related to
the benefits a user can obtain when using the data to
produce information. For example, Fig. 3 shows scans
taken from Bosch’s The Garden of Earthly Delights.
To observe technical details present in the picture of
this painting, a user would choose the image with the
highest contrast. Again, this is a contextual quality
dimension: a lower-quality picture may suffice for some
users or for some kinds of requirements, while clearly
not enough when the details are needed.

To quantify these dimensions and to be able to assess
DQ according to them, the concept of metrics must be
introduced. Mathematically, a DQ metric for a dimension
D is a function that maps an entity to a value, such that
this value, typically between 0 and 1, indicates the quality
of a piece of data regarding the dimension D. For a given
dimension, more than one metric could be defined and
combined to obtain a concrete quality value. Note that
metrics are highly context-dependent. For example, the
readability of a hand-written text may be influenced not only
by the text content, but also by the way the user writes. The
same occurs with metrics for other DQ dimensions.

4 Big Data Quality

Since the present paper discusses DQ issues in a Big Data
context, this concept is briefly addressed in this section.
In a Big Data context, datasets are too large to store,
analyze, handle or process, using traditional database tools.

Low contrast
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As explained above, Big Data are characterized by “4 V’s”,
namely Volume (size of the datasets), Velocity (speed of
incoming data, e.g., the number of tweets per second (TPS)),
Variety (refers to the type and nature of the data), and
Veracity (the reliability of the data, which, in this context,
is greatly volatile, even within the same data stream). In the
literature, many other “V’s” can be found, but only these
four will be considered in the present work. Data can be
classified, according their structure, as:

—  Stuctured, where each piece of information has an
associated fixed and formal structure, like in traditional
relational databases;

—  Semi Structured, where the structure of the data has
some degree of flexibility (e.g., an XML file with no
associated schema, or a JSON response from an API,
whose structure is not completely defined);

—  Unstructured, where no specific structure is defined.

Further, the United Nations Economic Commission for
Europe (UNECE) classifies Big Data according to the data
sources in: Human sourced; Process mediated; and Machine
generated (The United Nations Economic Commission for
Europe (UNECE)-Task Team on Big Data. Classification of
types of big data 2007), defined as follows.

—  Human-sourced data: Information that people provide
via text, photos or videos. Usually, this information
lacks of a fixed structure, like the texts written in natural
language. Therefore, the information streamed here is
loosely structured and often ungoverned. Data coming
from social networks, like Twitter posts, YouTube
videos, etc., are typical examples.

—  Process-mediated data: Information that concerns
some business events of interest, like the purchase of a
camera in an e-commerce site or the sign-up of clients
in a system. This information is highly structured,
such as relational databases, coming from traditional
Business systems.

—  Machine-generated data: Refers to the data resulting
from the tracking of sensors of the physical world
(e.g., temperature sensors, human health sensors, GPS
coordinates, etc.). This type of source is associated with
very large amounts of data, given the constant tracking
of the sensors. In general, these are data coming from
the so-called Internet of Things.

Given these characteristics of Big Data, the DQ along
the dimensions explained in Section 3 must be quantified
using metrics specific to such a context, therefore the typical
quality metrics used for structured, process-mediated data
must be adapted to this new situation. This is studied in the
next sections.

4.1 Data Quality Dimensions and Metrics in a Big
Data Context

This section studies how the DQ dimensions can be used
in a Big Data scenario. Metrics for the dimensions defined
here are presented in the next section. It is worth noting that
the study focuses on human-sourced generated data, since
the aim is to address the quality of Twitter streams.

—  Readability (r) Given a dictionary D, and a collection of
words considered valid in a document x, the Readability
of x, denoted r (x) is defined as the quotient between the
number of valid words in x and the number of words in
x, if any, otherwise it is zero. That is, given a set W of
the words (valid and non-valid) that are present in the
document x, the readability of x is

{weW A weD}| .
wewy - U W#Y
r(x) =

0 if W=0

In the remainder, the problem to be addressed will
refer to tweets in a Twitter stream, thus x will represent
a tweet.

— Completeness (c) Consider an object x in a domain,
and an array props, that contains the names of
the properties required to describe x for a given
problem p; assume that x is represented as a
collection of (property,value) pairs of the form
{(p1,v1), ..., (pn, vy}, such that v; is a value for p;.
If a property p; € x has associated a non-null value
v;, it is called well-defined. Also, assume there is a
function valid Props O f (x, p) that, given an object x,
and a set of properties props, returns the set of well-
defined properties of x in props,. The Completeness of
x, denoted c(x) tells to what extent are all the properties
in props, well-defined in x. It is computed as:

c(x) = |valid Props Of (x, p)| / |props,|
That means, c¢ is a value between 0 and 1.

Example 1 (Completeness) Consider the tweet x =
{text: “I like Bitcoin”, user: null}, and an array of
required properties, props, = [text].

Given that the required property is present in the
tweet, completeness is fully satisfied, thus c(x) = 1.

Consider now that the array of properties is
props, = [text,user]. In this case, since the user
property has a null value, only half of the requirements
are fulfilled by the tweet. Thus, |props,| = 2, and
lvalid PropsOf (x, p)| = 1, then c(x) = 0.5.



—  Usefulness (u) Since this paper deals with human-
sourced datasets, it will be assumed that this property is
directly related to the possibility of (among others):

— (a) Detecting a sentiment, whether positive
or negative, in an object x, e.g., a tweet.
Therefore, if x reflects a positive or negative
feeling about a certain topic or person, x
will be considered useful. If the sentiment is
neutral, or no sentiment could be computed by
a Natural Language Processing (NLP) tool, x
will be considered not useful.

— (b) Detecting the domain or topic of x, for
example, politics, marketing, sports, and so on.

There are of course many ways of assessing
usefulness, but this is outside the scope of this paper. In
the remainder, Usefulness is defined as:

1 if (sentiment(x) = P Vv sentiment(x) = N)
ulx) =
0 otherwise

—  Trustworthiness (t) In a social network (or, in general,
for human-sourced datasets) anyone in general can
publish any kind of information anywhere, whether
truthful or not. With respect to DQ, this dimension
is in general considered to be composed of three
dimensions, namely believability, verifiability, and
reputation (Firmani et al. 2015). Believability is a
reference to the extent to which information can be
considered credible. Verifiability refers to the degree
by which a data consumer can assess the correctness
of a data set. Reputation is a judgement made by
a user to determine the reliability of a source. In a
Twitter context, these three properties can be reflected
by the reliability of the broadcaster of the tweet. In
other words, to what extent the Twitter user can be
reliable. In some sense, this can be measured by the
number of followers of an account, the time elapsed
since the account was created, and if the Twitter account
corresponds to a user that has been verified or not. In
this paper, for simplicity, Trustworthiness is defined as:

1 if theuserisaverified one

0.5 if theuser has more than X number of followers
or more than Y days elapsed since the account
was created

0 otherwise

t(x) =

4.2 Computing (Big) Data Quality

As discussed in the previous section, the definition of DQ
is not the same for all contexts and problems, but normally
it depends on them. This section provides a wide and

general definition of DQ metrics in the context of Big Data,
particularly instantiated for the Twitter case.

Definition 1 (Problem (p)) A problem p is a string or
sequence of characters that defines the question to be solved
in a human-readable way.

Example 2 (Problem) A problem can be defined as: Given
a Twitter stream, what are the best quality tweets for the
hashtag #2020Elections?.

Definition 2 (Domain Model (X)) A Domain Model is
defined as the set of objects whose quality will be measured.

Example 3 (Domain Model) For the case that studied in this

paper, the domain model is defined as a collection of Twitter
feeds.

Definition 3 (Data Quality Metric (mx,)) A Data Quality
Metric is a function mx, : X — [0...1], such that, given
x € X, and a problem p, then mx,(x) = 0 if x contains
data of very poor quality for the given problem p, and
mxp(x) = 1 if x contains data of very good quality to fit
the problem.

Definition 4 (Weight of a Data Quality Metric
(mxp.weight)) The relevance of a metric my, to address
a problem p, is measured by a weight associated with such
metric. This weight is a value between 0 and 1.

Definition 5 (Data Quality (Qx,)) Consider a problem p,
a domain X, and a set of metrics Mx, = {m1, ma, ..., my}.
Each m; is a DQ metric function. Note that » is an integer
number greater than zero and the set My, is finite. Data
Quality is a function Qx, X — [0...1] such that
Oxp(X) = &umy,ma,...my(X), where g is a function g :
(X —>[0,1D" > (X = [0...1].

The quality of a tweet x will be computed as Q(x) =
8reun(x) = Zm:{r’c,u}m(x) * m.weight, where r, c,
u and t are, respectively, the Readability, Completeness,
Usefulness, and Trustworthiness, defined in Section 4.1.

Example 4 (Data Quality of a Tweet) Consider the
following tweet, and, generically call it x:

- text: ‘I love Big Data Quality
mifalsc["

-id: 1

-coordinates: [48.864716, 2.349014]

Also consider the set props, = {text,id}, and the
weights r.weight = 0.25, c.weight = 0.25, u.weight =



0.25, and r.weight = 0.25, for each of the DQ dimensions
in Section 4.1. The quality of x is computed as follows.

Readability(r)
{1, love, Big, Data, Quality}|
|{I,love, Big, Data, Quality, m#a!sc[}|

5
= - =0.833
r(x) G

r(x) =

—  Completeness(c) Given that props, = {text, id}, then:
c¢(x) = |valid Props Of (x, p)| / |propsp|
and

Since propsp = {text,id},

valid Props O f (x, p) = {text,id},
cx)=2/2=1

—  Usefulness(u) The text provided expresses positive
sentiment, thus:

sentiment(x) = P, and u(x) = 1.

—  Trustworthiness (t) Considering that the tweet is posted
by a verified user, t = 1 is assumed.

Finally, the quality value for x is Q(x) = 0.83 % 0.25 4+ 1 %
0.254+1%0.25+1%0.25 = 0.9575.

4.3 Accounting for Context

Example 4 assumes that all metrics have the same
weight. However, analysts may want to weight differently
the quality dimensions, according to their interests. For
instance, in Example 4, the user may be more interested
in trustworthiness than in the other dimensions, thus, she
would decide to give a higher weight to the former (e.g.,
0.55), keep the weight for readability, and reduce the weight
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Fig.4 Overall data quality of tweets including “coronavirus vaccine”

of the other two (0.1 for each one). The quality value for x
would be, in this case:

O(x) =0.83%0.254+1%0.1+1%0.1+1x0.55 = 0.9575.
In case the user is more interested in readability, she would
give a higher weight to this dimension, reducing the weight
of the other ones, for example, 0.4, 0.2, 0.1, and 0.2. The
quality value for x would be, in this case:

Ox)=0.83%x044+1%024+1x0.154+1%0.2 = 0.882.

The example depicted in Figs. 4 through 6 in Section 4.4,
showed the average data quality when looking for the
keywords “coronavirus vaccine”, considering a weight of
0.25 for each dimension quality metric, returning values of
0.89 and 0.82, for the overall data quality in each case. The
system allows changing dynamically those weights. For the
values in the example above (i.e., 0.25, ,1, 1, 0.55), the
general data quality resulted in this case, of 0.98 and 0.866,
that means, higher.

4.4 A Real-World Example

The following example wraps up the above, with the help of
the tools that are described in the next section. Nowadays,
people are posting an enormous number of comments
about the coronavirus pandemic. Therefore, it is crucial
for decision makers to assess the reliability and quality
of these posts. Figure 4 depicts the data quality results,
obtained in real time, for the tweets containing the keywords
“coronavirus vaccine”. The figure on the left-hand side
shows that the data quality (Q(x) from Definition 5) of
most tweets is in the 0.8-1 range. The quality dimensions
used are the ones defined in Section 4.1. The overall data
quality is 0.82, computed using, for the computation of
the trustworthiness quality dimension, a threshold of 120
days since registration and 100 followers; the figure on
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the right-hand side shows the results using the values 60
and 10, respectively, for the former parameters. The overall
data quality in this case is 0.77, lower than the previous
one, because of the higher trustworthiness requirement.
Note also that the number of tweets in the 0.6-0.7 range
is higher than in the previous case. Figure 5 shows each
quality dimension metric separately. It can be seen that
trustworthiness and completeness have lower quality for
the case where the thresholds are higher (i.e., the right-
hand side of Fig. 4). Figure 6 shows the general results as
displayed by the tool that will be explained in Section 5. The
tool allows to directly compare the results of both streams
simultaneously. As additional information, the most relevant
hashtags in the stream are also displayed for both cases.

5 Implementation

This section presents and describes the implementation
of the concepts previously explained. The architecture is
described first, detailing the technological components and
how they interact with each other for capturing, filtering,
computing data quality, and displaying the results. Finally,
the user interface (UI) is described. The goal of the
implementation is to develop a system that can let users
capture a collection of tweets from a stream of Twitter
feeds, based on a particular keyword search. The system
must also compute the quality of the data, and visualize the
results to gain insight on such quality.? Figure 7 shows the
general scheme of the system, and its three parts: ingestion,
transformation and visualization.

2The implementation is available at http://dataquality.it.ita.edu.arb/,
and can be used with credentials usertest/usertest.

The core of the ingestion part is an Apache Kafka’
instance. Kafka is a distributed streaming platform for
capturing, processing and storing data streams in real time.
A Zookeeper* service manages the message topics® and,
in case Kafka is installed in a cluster, coordinates the
cluster nodes. Besides the Kafka core, there are components
for producing, consuming, storing and displaying data,
as well as a mail service to communicate with the
users (e.g., for security management). Figure 8 illustrates
these components and their orchestration, together with a
description of the actions that occur when a keyword-based
search is initiated by a user. A more detailed explanation is
given next.

The process is as follows. The endpoint for the users
is located at the URL http://dataquality.it.itba.edu.ar. From
the web U, the user starts a keyword-based search that
sends a POST request to the REST API. The Proxy serves
the request and redirects it to the Kafka producer service,
which starts the session with Twitter, and publishes to a
particular topic (a 32-bytes identifier) the messages that it
finds. Each time Twitter finds a result, sends it in real time to
the Kafka producer service, which computes the data quality
values. Then, the microservice which serves the consumer
service at the Proxy, receives the events queued at the Kafka
topic, and stores the data in a new ElasticSearch® index. In
addition, the UI component makes a request to the REST
API, which is redirected to ElasticSearch through a query.

3https://kafka.apache.org/
“https://zookeeper.apache.org/

SKafka records are organized into topics, such that a Kafka topic
is a feed name to which records are stored and published. Producer
applications write data to topics and consumer applications read from
topics.

Shttps://www.elastic.co/elasticsearch/
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That means, the searches and their results are stored in
ElasticSearch, so the user may retrieve them whenever she
wants. The REST API can also add data based on the user
preferences. Figure 8 depicts the data flow in the system,
which starts with a user’s request on the web interface (Step
1). The request is sent to the API (Step 3), which forwards
it to the Kafka producer, which in turn negociates with the
Twitter API (Steps 5, 6, 7). The results are sent to the Kafka
broker where the consumer service takes the data (Steps
8,9). Steps 10 and 11 show how data are persisted in, and
retrieved from ElasticSearch.

The REST API has been developed using NodelS
v10.16.3 (Nodejs & express. Open]S Foundation 2020),
and the Express.js framework’. In addition, other external
modules are used for communication with PostgreSQL and
ElasticSearch, and mail services are used to communicate
with the user. The API software design follows the Model-
View-Controller pattern, where each route is mapped to
a particular controller, which is associated with one or
more models. The class model is depicted in Figure 9. The
user entry points are the “routes”. Each route can execute
one or more controllers. Each controller talks with its
corresponding model, which is an object-relational mapping
(ORM) to the PostgreSQL database. This is done through
the Sequelize framework®, the ORM support in NodelJS.
This framework translates a JSON-based syntax to SQL.
This architecture would make it easy to migrate to any
relational database, if needed, without rewriting code. For
user authentication, JSON Web Tokens® are used. The
verification process is run by the REST API using these
tokens. This is not only used for login, but also for all
routes. The routes are split in various segments. The main
ones make requests to the ElasticController, the database
controllers and the controller that calls the Proxy consumer.
According to the Model-View-Controller pattern, not all
routes contain the business logic, but call one or more
controllers. All controllers have two input parameters: (a)
the Topic ID, which is the UUIDvV6 of the search topic, and
is used to execute the queries to the correct ElasticSearch
index; (b) the CallbackOK function, which is the function to
be executed if the answer is valid and complete. An optional
parameter indicates the function to be ran in case of error.

Since the Ul plays a key role in this paper, it is described
in more detail next. The UI is built on top of the dc.js
library, which uses the crossfilter.js framework, and the data
visualization library d3.js. Interactive maps were developed

https://github.com/expressjs
8https://sequelize.org/
“https://jwt.io/

with the Leaflet library!®, and charts with the Chart.js!!.
The UI is composed of two main parts: one, to define the
searching parameters, keywords, filters, the weight of each
DQ metric, and other features; the other one, to display
graphically the quality results as data are ingested. That
means, the graphics become updated with new data at
regular intervals. Figure 10 shows the part of the UI used
to enter the different parameters (the part of the UI that
displays the results is shown in the next section). In the
box at the top, a list of search keywords can be defined, to
filter out the tweets that do not contain at least one of them.
There is a tag indicating if only tweets written in English
will be considered. There is also a list of fields that the
user checks, to define the schema of properties to compute
the Completeness dimension metric. The “keywords” box
allows entering a list of keywords that must be present in
a tweet included in the computation of the DQ. Then, the
parameters to compute trustworthiness are defined, as well
as the weights for each of the four DQ dimensions. In the
vertical menu on the left hand side, other sub-menus are
available, allowing: (a) querying historical searches, and
also pairwise comparing them, as shown in Fig. 6; (b)
defining topics such that if a tweet contains words from
a list, the system will classify the tweet as belonging to a
certain topic. Even this is a very simple classification, it
suffices for the goals of the experiments presented in the
next section; (c) defining a user profile; (d) adding new
users.

Figure 11 shows the screen allowing analyzing past
searches. The “Analyze Dashboard” button takes the user to
the standard dashboard, which assesses data quality using
the fixed weights. The “Analyze Dashboard Context” button
takes the user to a menu that allows to dynamically change
the weights of the quality metrics, according to the analysis
context. The “Compare” menu allows opening together two
historical dashboards, and compare the results as shown in
Fig. 6.

The UI computes and displays the following:

— (a) A histogram with the general DQ of a stream, in a
given time interval.

— (b) A detail of the value of each DQ dimension.

— (c) The same as (b), distinguishing between original and
retweeted tweets.

— (d) The same as (b), distinguishing between tweets
posted by verified and unverified users.

— (e) The DQ of the tweets corresponding to different
(user defined) topics.

— (f) A map where the quality of the geolocalized tweets
is displayed, allowing analyzing the DQ of tweets with
respect to the geographical locations.

1Ohttps://leafletjs.com/
Uhttps://www.chartjs.org/
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Fig.6 Comparing data quality
of two Twitter streams including
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vaccine”, using the analytical
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6 A study of the Quality of Twitter Data

This section describes the experiments performed over the
implementation presented in Section 5, reports the results,
and discusses them. The goal of the experiments is to
illustrate how the quality of a Twitter stream can be assessed
using the dimensions and metrics presented in the previous
sections, and using the software described in Section 5.
Thus, the report that follows will show the features of the
tool presented in this paper.

The quality dimensions considered in all cases are:
readability, completeness, usefulness, and trustworthiness,
with the metrics described in Section 4.1, and with an initial
weight or 0.25 for each dimension metric. Nevertheless, the
tool allows the user to modify the weights according to her
analysis needs. The dictionary used to check readability is
given in English-words project (2018) and contains 479,000
english words, including acronyms, abbreviations and even
Internet slang. To compute sentiment (for usefulness),
the Stanford CoreNLP software was used (Manning
et al. 2014). In all cases, the following features are
computed and displayed (other analytical features are shown
later):

— Opverall DQ of the stream.

— The values of each quality dimension individually.

— DQ dimension values (general and by dimension)
corresponding to verified and unverified users.

— DQ dimension values (general and by dimension)
grouping tweets by topic.

— DQ of the tweets that contain the geographical
coordinates from where they were posted.

— Geolocalization in a map, of tweets containing coordi-
nates.

The study performed over Twitter data is aimed at
providing evidence on the general quality of these data. The
general belief is that Twitter data is unreliable, disperse,
and of limited use for decision making. The study is aimed
at confirming or denying this assumption. The study is
presented in a classic way. First, the hypotheses are stated
(Section 6.1). Then a collection of tests associated with
those hypotheses are defined and the tests are ran in a certain
environment (Section 6.2). Finally, results are reported and
discussed (Section 6.3).

6.1 Problems and Hypotheses

The goals and hypotheses defined for the experiments are
described next.

—  Problem 1. Compare the overall DQ of the whole stream
of tweets, against the DQ of a stream filtered by a set
of keywords. The hypothesis is that the latter are more
likely to have better quality than the former, since they
are focused on a “controlled” subset.
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Problem 2. Same as above, for each of the four quality
dimensions considered, in order to study if there are
differences across the quality dimensions.

Problem 3. Compare the quality of tweets posted by
verified and not-verified users. Here the hypothesis is
that verified users post higher quality tweets, not only
considering the higher value of the Trustworthiness
dimension, but also leading to higher values in other
dimensions.

Problem 4. Compare the DQ of tweets referring to
different topics. The intention here is to determine if
there are topics whose corresponding tweets have a DQ
that is, in general, better than the one of some other
topics. For example, a priori one may guess that tweets
referring to politics may have higher quality than tweets
referring to sports.
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Problem 5. Although the percentage of geolocalized
tweets is very low compared to the total number of
tweets, the study also looks for countries/regions/cities
that could be characterized by a better DQ, and also
study if users from different regions are more likely
than other ones, to open their geographic location.
Problem 6. Determine the influence of the age” of an
account, and the number of followers, in the value of the
Trustworthiness dimension. The question is: are tweets
from older accounts and posted by users with a higher
number of followers, of higher quality than the rest?
Problem 7. Study the impact of completeness in
DQ. For this, the same comparisons above are
also performed requesting the presence of different
sets of properties in order to compute completeness
(that is, changing the requested schema). That is, if
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Table 1 Number of tweets for each test

Test # tweets
test 72,228
testy 82,482
tests 74,178
testy 11,075
tests 11,876
testg 33,269
testy 7,338
testg 9,846

completeness is lower, does this impact on the other
dimensions?

6.2 Defining and Running the tests

To address the problems above, the following tests
were performed. Except when noted, the set of
required properties for computing completeness is:
propsp, = {id, id_str, lang, retweet_count, usr,
text, source}. Also, except for the second test, for
Trustworthiness, the parameters were set to 100 follow-
ers, and an account created at least 120 days ago. The
description of the tests is given next.

Test 1 The first test, 71, analyzes the whole stream of
tweets, with no keyword filtering, i.e., considering all tweets
returned by the Twitter API.

Test 2 Test #, is aimed at analyzing the impact of
Trustworthiness on the DQ results. Thus, the parameters
used were set to 50 followers, and an account created at least
10 days ago. As in t1, no keyword filtering was applied.

Test 3 Test 3 considers only tweets containing at least
one keyword from a collection. These keywords are
defined as the union of all the keywords defining the
four topics that are considered in this study: Politics,
General Interest, Arts, and Sports. Among these keywords,
the following terms are defined: {Trump, #Politics,
..., #art, #movies,..., #sports}.

Test4 Test t4 analyzes tweets related to political issues. The
assumption here is that, if a tweet includes hashtags like
#Politics, #Trump, etc., they are likely to be referring
to politics. Of course, more sophisticated topic discovery
techniques could be used, but this may affect performance.
In addition, the precision obtained with this simplified
method is enough for the goals of this experiment.

Test 5 Test 75 analyzes tweets related to sports. The
assumption is that, if a tweet includes hashtags like

#sports,fsoccer, #baseball, etc., they are likely to
be referring to some sport subject.

Test 6 Test t¢ studies only tweets mentioning the hashtag
#Coronavirus, highly used at the time of writing this
paper. Although this can be considered a particular case
of a stream of political tweets, the idea is to investigate
if this particular subset presents some distinguished
characteristics.

Test 7 In Test #7, all the tweets in a stream like in Test #;
are considered, but the schema contains all the properties
in propsp,, plus the geographic coordinates, to analyze if
the fact that people include the geographic coordinates in a
tweet has an impact on the data quality.

Test 8 Test #3 analyzes all the tweets in a stream like in Test
t1, but considering a schema containing all the properties
supported by the Ul, and comparing the results against the
same test, but requesting properties in schema propsp, .

Tweets were captured and displayed at a rate of 1000
per minute (for non-filtered tweets), and at about 200 per
minute, for filtered tweets, depending on how many tweets
pass the filters. For example, during the sports lockout
season due to the pandemic, the frequency of sports-related
tweets was clearly lower than in normal times. Since it
was observed that after some number of tweets the DQ
results become stabilized, tests were stopped when this
convergence was reached. In some cases, however, the
number of tweets was allowed to grow, to show that the tool
can handle higher volumes.

The results obtained for the problems above are
commented next, and (partially, due to space restrictions)
illustrated by graphics produced by the UI of the software.
Table 1 shows, for each test, the number of tweets
processed, and the number of retweeted tweets included in
each case. Note that for Tests 4 through 8, these numbers
do not reflect the actual number of tweets acquired, but
the number of tweets processed (the ones belonging to a
certain topic). The analysis below is divided according to
the problems that each test (or group of tests) addresses. The
problems’ descriptions are repeated to facilitate reading.

6.3 Results and Discussion

Problems 1 and 2 : Compare the general quality of the
whole stream of tweets, against the quality of a stream
filtered by a set of keywords related to different topics,
and also study the DQ of each of the four dimensions
considered. Tests 1 through 3 address this problem.
Figure 12 depicts the general data quality for the two cases,
for Tests 1 and 3, using the capability of the tool to compare
two searches. The overal data quality of the stream is 0.7



for Test 1, and 0.71 for Test 3. However, it can be seen
that filtering the streams using some keywords increases
the DQ of the data obtained, in the following sense: In
Test 1, the DQ range with most tweets is 0.6-0.7, while in
Test 3 the first range is 0.7-0.8; also, the second range is
0.7-0.8 for not-filtered data, and 0.8-0.9 for filtered data.
The third position is 0.8-0.9 for not-filtered data, and 0.6-
0.7 for filtered data. Thus, clearly, filtering tweets through
keywords increases the DQ of the retrieved stream.

Problem 3: Compare the quality of tweets posted by verified
and not-verified users. All tests address this problem.
Figure 13 depicts the DQ dimensions for Tests 1 and 3,
considering tweets in the stream coming from verified users,
against tweets coming from unverified users. It can be seen
that DQ dimensions deliver better results for tweets coming
from verified users, although this difference becomes lower
for filtered tweets. Because of its definition, Usefulness has
value “1” for all tweets coming from verified users.

Problem 4: Compare the DQ of tweets referring to different
topics. The intention here is to determine if there are topics
whose corresponding tweets have a DQ that is, in general,
better than the one of some other topics. Tests 4 through 6
address this problem. Figure 14 depicts the results produced
by these tests. For reasons of brevity only the results for the
overall DQ of the data streams are displayed. The general
averages of the stream are similar in both cases (0.7). In the
figure, tweets related to sports are compared against tweets
related to politics. It can be seen that in the case of tweets
related to sports (on the right), the third position is occupied
by the tweets in the interval 0.5-0.6. In the case of politics,
this position is occupied by the tweets in the interval 0.8-0.9,
indicating a lower DQ. However, if the comparison is made
against the whole stream, the DQ of sports-related tweets is
similar.

Problem 5: Characterize DQ in terms of the geolocalization
of the posting place. It is a well-known fact, acknowledged
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by the Twitter Company, that only less than 2% of the tweets
include the coordinates from where it was posted. This
was confirmed by the tests. These tweets where analyzed,
aimed at concluding if there is a correlation between
geographic regions and the DQ of the tweets. In Fig. 15 two
characteristics can be noted: on the one hand, most of the
geolocalized tweets come from the east and west cost in the
US (mainly from the former), and from India; on the other
hand, tweets from the east coast show, in general, better
quality, and tweets from India have lower data quality than
the former.

Problem 6: Determine the influence of the “age” of an
account, and the number of followers, in the value of the
Trustworthiness dimension. This problem involves tests 1
and 2. In the first case, the parameters were set to request
100 followers or a minimum of 120 days-old account,
to qualify as a “1” for Trustworthiness (which are the
parameters used in all tests except from Test 2). For Test
2, these parameters were lowered to 50 followers and 10
days-old accounts. Figure 16 depicts the results, using the
“Compare” feature of the UL. The general DQ is 0.7 for
Test 1 and 0.72 for Test 2. It can be seen that although the
values of Trustworthiness are lower for the higher values
(this is the reason for the higher average DQ of Test 2), this
does not have a relevant impact over the other parameters.
However, it is worth remarking that the distribution is
different: the difference between the number of tweets in the
third range is larger in Test 2. Nevertheless, in this case, no
definitive conclusion can be drawn regarding the impact of
considering tweets from more recent users.

6.4 Other Features

The UI allows other kinds of analysis, not included in the
experiments, for the sake of space. These features include
(this is an incomplete list, the user can check at http:/
dataquality.it.itba.edu.ar):
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Fig. 12 Results for Problems 1 and 2 (General DQ). Left: Not-filtered stream; Right: Keyword-filtered stream
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Fig. 13 Results for Problem 3 (Verified vs. unverified users). Left: Not-filtered stream; Right: Keyword-filtered stream.

— Graphics for DQ by keyword and by hashtag (see
Fig. 17)

— DQ and text for the most re-tweeted tweets (see Fig. 18)

—  Pairwise comparison of searches

Finally, results can be analyzed varying the weights
of the DQ dimensions. The default used throughout the
experiments is to evenly distribute weights. However, the
tool allows to change these weights. For example, a user
may give zero to Usefullness and Trustworthiness, 0.25 to
completeness and 0.75 to readability. For Test 2 this gives an
average of 0.82. Also, results are different when analyzing
data in more detail. Figure 19 shows the average data quality
discriminated by topics selected by the user. It is clear that
both distributions are different when only two dimensions
are considered, reflecting, in this case, readability in a
stronger way.

7 Conclusion and Future Work

Given that social networks and Twitter in particular, are
increasingly becoming a source of data for information
systems of many different kinds, the need for assessing the
quality of data obtained from these sources is crucial to
guarantee that those systems will be provided of reliable
and useful data. In spite of the relevance of this problem,
the paper showed that this problem has not been addressed
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so far. Therefore, most works using these data assume that
the quality of social media data is high enough for the goals
pursued, without any guarantee that this is actually the case.
In light of the above, the main question that this paper
tackled was: “Can Twitter data be used, reliably, to help
in the decision-making process?”. The work presented here
aims at answering this question by means of performing
a thorough study of the quality of Twitter data, using
classic data quality concepts borrowed from the relational
database world, adapting them to a Big Data scenario.
Thus, the most typical quality dimensions (Readability,
Completeness, Usefulness, Trustworthiness) were redefined
in terms of the elements present in Twitter feed streams, as
well as the corresponding metrics. Also, to automate this
task, new software was developed to acquire and process
streams of tweets in real time. The software includes a
web user interface that allows the user to define input
parameters used for the computation of the quality metrics.
This interface displays the results in real-time, and also
allows storing past searches using ElasticSearch indexing.
Once this theoretical and technological infrastructure was
set up, experiments were run to answer the main research
question. These experiments aimed at computing the data
quality of Twitter feeds for several different cases: a whole
stream, a stream filtered with keywords corresponding to
different topics, etc. In addition, taking advantage of the
functionalities of the user interface, the different quality
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Fig. 14 Results for Problem 4 (DQ per topic - general). Left: politics-related tweets; Right: sports-related tweets
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Tweets and data quality (max. 25 tweets)

Key Count Completeness Readability Trustworthiness

RT @DineshDSouza: The virus
doesn't discriminate. But how we
respond to the virus makes all the 2024 0.787 0913 0.334
difference. Here's a blue statefred
state c...

RT @zo0_bear: Can we have Aerial
view of Zee Media Markaz in #Noida?
According lo largesl reports, this is the 1449 0.766 0.920 0.295
new hotbed of #coronavirus s...

AT @Fahrenthold: The state of
Georgia made it look like its covid
cases were going down **by putting 1283 0.819 0.962 0.389
the dates out of order on its chart**...

RT @RealJamesWoods:
#KillerCuomo and other Democrat
vermin shoehom infected 929 0.785 0.813 0.342
#CoronaVirus carriers into nursing
homes. slauahtering thousan...

Fig. 18 DQ and text of most re-tweeted messages
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dimensions were studied. The streams were classified and
grouped into topics, thus allowing to analyze the quality
of streams belonging to each topic. Last, but not least, and
in spite of the very small percentage of the tweets that
are georeferenced, a preliminary analysis was performed
showing the quality of tweets with respect to the place
where they were posted.

The results reported in this paper suggest that Twitter
data can be reliable for helping in decision making. This fol-
lows from the fact that most of the tweets in a stream have
an overall quality above 0.7. Results also showed that the
quality of a tweets varies with the topic that can be asso-
ciated with them. Therefore, this result can be used when
some decision must be taken in a certain context related
with the topics under study. Therefore, Twitter data can be
a valuable source of information that can be incorporated,
reliably, in the decision-making process, if needed.

There is plenty of room for further work in this field.
From a technological point of view, the software tools
presented here can be adapted with little extra effort, to
acquire data from other social networks, or other kinds
of Big Data sources. Also, new and more sophisticated
visualization tools could extend and enhance the user
interface. From a theoretical point of view, new DQ
dimensions and metrics for this or other settings (along the

lines of Firmani et al. (2015)) can be defined, since this is
typical context-dependent data quality problem.
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